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Abstract
One of the key steps in creating quality interactive drama is the ability to create
quality interactive characters (or believable agents). Two important aspects of
such characters will be that they appear emotional and that they can engage in
social interactions. My basic approach to these problems has been to use a broad
agent architecture and minimal amounts of modeling of other agent in the envi-
ronment. This approach is based on an understanding of the artistic nature of the
problem.

To enable agent-builders (artists) to create emotional agents, I provide a general
framework for building emotional agents, default emotion-processing rules, and
discussion about how to create quality, emotional characters. My framework gets
a lot of its power from being part of a broad agent architecture. The concept is
simple: the agent will be emotionally richer if there are more things to have
emotions about and more ways to express them. This reliance on breadth has
also meant that I have been able to create simple emotion models that rely on
perception and motivation instead of deep modeling of other agents and complex
cognitive processing.

To enable agent builders to create social behaviors for believable agents, I have
designed a methodology that provides heuristics for incorporating personality
into social behaviors and suggests how to model other agents in the environment.
I propose an approach to modeling other agents that calls for limiting the amount
of modeling of other agents to that which is sufficient to create the desired be-
havior. Using this technique, I have been able to build robust social behaviors
that use surprisingly little representation. I have used this methodology to build a
number of social behaviors, like negotiation and making friends.

I have built three simulations containing seven agents to drive and test this work.
I have also conducted user studies to demonstrate that these agents appear to be
emotional and can engage in non-trivial social interactions while also being good
characters with distinct personalities.
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CHAPTER 1 Introduction

1.1 Imagine…

Imagine you could enter into the world of Indiana Jones—that you could be the
world-famous archaeologist looking for lost treasure in exotic parts of the world,
meeting interesting people and clashing with treacherous villains.

Imagine you could play the part of Hercule Poirot or Miss Marple trying to solve
an intriguing and dangerous murder mystery.

Imagine you could be Sir Galahad on the quest for the Holy Grail. Or a hard-
ened police sergeant trying to rescue a hostage. Or a space explorer meeting
new intelligent civilizations.

Why can’t you do these things? These are the kinds of things that many comput-
er and video games claim to offer but all of them seem to fall short of their prom-
ises.

The problem, in part, seems to be that computer and video games have attempted
to succeed purely on their interactive nature. Interactivity is certainly a powerful
tool (see Sloan [Sloan91] and Kelso et al. [Kelso92]), but is it enough?

I believe the answer is no.

What is missing in current computer and video games? It seems to be the same
two things that have made good novels stand out from bad novels, good movies
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from bad movies, and good drama from bad drama. These elements are plot and
character.

The Oz Project at Carnegie Mellon has been developing technology that we hope
will make it possible for artists to create simulated worlds that contain rich char-
acters and that give a human interactor the feeling of being an important part of
an interesting story. We hope the interactor can “suspend his or her disbelief” and
become deeply engaged by the experience. This happens when people become
deeply engaged by a movie or novel and we hope to be able to achieve a similar
experience. In fact, we hope that the experience could be even more intense than
that provided by a good movie because it is interactive. We call such experiences
interactive drama.

There are (at least) two main problems in creating such a system. The first is how
to create simulated worlds where the user has the feeling of freedom but where
the user also has some artist-shaped experience. This problem is being studied by
Wehyrauch [Wehyrauch96] and will not be central to the work described here.

The second main problem with creating interactive story worlds is how to build
characters for such worlds that are as rich as characters in other media (e.g.,
movies, novels) while also being interactive. These interactive characters are
also called believable agents.

Artificial Intelligence (AI) has developed a number of tools for building interac-
tive agents that provide a good starting point, but they are not sufficient. For ex-
ample, AI has not traditionally been concerned with creating agents that are
emotional. Traditional AI has also focused on multi-agent interactions for the
purposes of problem solving but has not investigated how to create agents that
interact with each other while displaying distinctive personalities. I believe that
being able to create artistically defined characters that display emotions and en-
gage in personality-based social interactions will be as critical to this new artistic
medium as it is to traditional, non-interactive, artistic media.

The goal of building believable agents is inherently an artistic one. Traditional
AI goals of creating competence and building models of human cognition are
only tangentially related because creating believability is not the same as creat-
ing intelligence or realism. Therefore, the tools that have been designed for those
tasks are not appropriate. I will return to this point in section 1.4.1.

My approach to the problems of creating believable agents that are social and
emotional is to create a new set of tools and methodologies that are suitable for
the artistic nature of these problems. These tools and methodologies are a first
step towards enabling artists to create interactive story systems with quality
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interactive characters that can display emotions and engage in believable social
behaviors.

1.2 Structure and Contributions of the Thesis

This introductory chapter will provide an overview of interactive drama, interac-
tive characters (or believable agents), and the relationship between the emotional
and social aspects of agents. Because this is a new and rather unusual kind of
problem (at least as far as traditional artificial intelligence is concerned), the
background and motivation provided in the introduction are crucial to under-
stand what follows.

After I have provided this important background material, the rest of the thesis is
broken into three parts. Part I deals with the creation of believable emotional
agents; Part II deals with the creating of believable social agents; Part III pro-
vides a summary of the main contributions of the thesis and some speculation
about future directions for the research.

Part I of the thesis will focus on creating believable emotional agents. The major
contributions of this part of the thesis include:

• A set of tools for creating believable emotional agents that includes:
• a framework for building believable emotional agents,
• a default set of emotional processes to provide reasonable default

emotional behavior, and
• discussions about how to create specific emotional characters within

this framework.
• A methodology for creating emotions within a broad set of capabilities

that allows artists to create emotionally rich characters. This methodolo-
gy also enabled me to create models of how to generate emotions that
rely on perception and motivation as well as cognition. These models can
be simpler and faster than purely cognitive models

• Validation that the tools I have built can be used to create characters that
users find to be both emotional and believable.
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Part II of this thesis will focus on creating believable social agents. The major
contributions of this part of the thesis include:

Finally, in Part III, I will summarize the contributions of the thesis and speculate
about possible future directions for this work.

Now, I begin with an introduction to interactive drama, which will provide the
context and motivation for the work described in the rest of the thesis.

1.3 Interactive Drama and the Oz Project

The dream of interactive drama isn’t necessarily a unified one, though I don’t
mean that in a derogatory sense. I mean it in the same sense that fine arts or com-
puter science or any other large field isn’t coherent. “Interactive drama” is just an
umbrella phrase for a set of rather different kinds of things.

Interactive drama might have a single human interactor (often called the “user”
or the “player”) or many interactors. The story might be created from a pre-de-
fined set of possible user choices or it might emerge from a (possibly guided
[Wehrauch96]) complex simulation. The user might “see” the world through
text, animation, or a full-blown virtual-reality interface. The user might “act” in

• A two-part methodology for creating believable social behaviors for spe-
cific characters.
• Part 1 of the methodology suggests a number of important elements

of personality that should be incorporated into social behaviors in or-
der to make them personality-rich.

• Part 2 of the methodology prescribes using a minimal amount of rep-
resentation for modeling other agents in the environment.

• A set of believable social behaviors that provide:
• case studies for explaining the methodology in depth and how to ap-

ply it in practice,
• evidence for the breadth of behaviors the methodology can be used to

create, and
• examples of social behaviors for specific characters that use small

amounts of representation of other agents.
• Validation that users find social characters build using this methodology

can be good characters.
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the drama by typing commands, moving a mouse, or through speech and ges-
tures.

And these are only a few of the possibilities.

One type of interactive drama is interactive fiction, which involves a text-based
interface where the user types commands and is provided with text descriptions
of the world. The plots emerge from the simulation, which is (traditionally) a
simple physical environment with mostly physically based puzzles.1 Solving one
puzzle allows the user to get to the next puzzle, which provides direction to the
plot. Characters are very simple or non-existent. One popular example from this
genre is Zork [Blank80].

Another type of interactive drama is the interactive play, which is (typically) a
traditional play with a number of choice-points (usually one) that allow the audi-
ence to pick one of a few paths. All of the possible plots are determined ahead of
time. The characters are the actors and do not directly interact with the audience.
For example, near the end of “The Murder of Edwin Drood” [Holmes86] there is
an intermission at which point the audience gets to decide who the murderer will
be; the cast acts out a different (but pre-scripted) ending based on that choice.

1.3.1 The Oz Project
The work I will describe is being done in the context of the Oz system, which is
a set of tools for creating certain kinds of interactive drama. Although the Oz no-
tion of interactive drama has its boundaries, I still believe that the ideas about in-
teractive plot and characters that have developed within the Oz system will be
applicable to a fair range of interactive drama systems [Bates92c].

Figure 1-1 shows the Oz architecture for an interactive drama system. There is a
physical-world simulation that includes some number of characters. One of the
characters is, or is controlled by, a human user. How the user “sees” the world
and acts in the world are not strictly defined. There is a drama manager that is re-
sponsible for subtly controlling the user’s experience towards some author-de-
fined end. The drama manager can manipulate the physical world, the
autonomous characters, and the user interface in order to create a dramatic expe-
rience for the user.

1.  This is not completely accurate as some works that call themselves interactive fiction are hypertext
based. For example, choose-your-own-adventure books are a kind of interactive fiction where the player
acts by picking from a list of pages to turn to that represent different actions.
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FIGURE 1-1 The Oz Interactive Drama Architecture.

Classic interactive fiction, like Zork, fits this model, though the drama manager
slot is empty and the characters (other than the user) are few and simple. Interac-
tive cinema would not fit this model because it is based on a pre-defined branch-
ing structure instead of on a physical simulation with autonomous characters.
Choose-your-own adventure stories do not fit this model for the same reason.

Within this model we1 have built two very different kinds of interactive drama
systems. The first system is a text-based system that is similar to interactive-fic-
tion games in feel; the user types commands and is given text descriptions of the
world. We have built a number of worlds in this style, the first of which was an
apartment with a house cat, Lyotard, as its sole occupant (see [Bates92a] &
[Bates92b]). The user’s goal was to explore the apartment and make friends with

1.  “We,” in this chapter, will refer to the members of the Oz group.

Physical World Simulation
Actions

Sense Data

Human User Interface

Computer-controlled Characters

Drama Manager
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the cat, though there was no drama manager to push this story. The drama man-
ager is ongoing research [Wehyrauch96] and was not used in any of the systems
that I will describe in this thesis. Figure 1-2 provides a simple trace from a user
interacting with this world.

The second type of system we have built is a graphical world with animated
creatures. The user controls a creature in the world with a mouse. The only world
we have built in this style so far is called the “Edge of Intention” or “The Wog-
gles.” This world contains three ellipsoidal creatures called woggles, each with a
unique personality. The user controls the motions of a fourth woggle. Again,
there is no drama manager in this world, so the “story” is generated purely from
the interactions of the characters. Figure 1-3 shows the woggles posing for the
camera.

1.4 Believable Agents

An important part of building good interactive drama is building good interactive
characters. Not all good stories will require characters, but certainly many will.
Much of the work on the Oz system has gone into building tools that will allow
artists to create personality-rich, interactive characters.

This section presents the Oz approach to building believable agents in a top-
down manner. I start with an overview of the nature of the problem. Understand-
ing the problem clearly is crucial to understanding my proposed solutions. Then
I explain the “broad but shallow” methodology for building believable agents. In
section 1.4.4, I describe the Tok agent architecture; Tok is a broad architecture
specifically developed for building believable agents. The section concludes
with an brief overview of the Hap language, which is the programming language
used to build the various components of the Tok architecture. Understanding the
details of the language are important only insofar as they help the reader under-
stand how I implemented the systems I will describe later in the thesis.
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FIGURE 1-2 An Interaction with Lyotard. This is part of a larger trace and has been edited for
brevity. The user types commands at the PLAYER> prompt. All other text is computer
generated, so it may not be very interesting but is consistent with the underlying
physical simulation. Consistency is a problem in many other interactive fiction systems
that rely on canned text.

You are in the dining room.
To the south, you see the sunroom.
To the east, you see the kitchen.

The end table and the small chair are in the dining room.
The jar is on the end table.
The nine black sardines are in the jar.

PLAYER> take the jar
You take the jar.

PLAYER> go south
You are in the sunroom.
Lyotard goes to the sunroom.

PLAYER> give a sardine to lyotard
You offer the black sardine to Lyotard.
Lyotard runs to the dining room.

PLAYER> follow lyotard
You run to the dining room.
Lyotard looks around nervously.

PLAYER> pet lyotard
You pet Lyotard.
Lyotard bites you.
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FIGURE 1-3 The Woggles. The stripes on the bodies are due to the world’s lighting.
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1.4.1 The Nature of the Goal
The problem of creating believable agents lies somewhere between the arts and
artificial intelligence (AI).

Artists know how to create believable characters, although they do not have
provably correct methods for doing so. If they did, there wouldn’t ever be bad
characters. Artists do, however, have a sense for what works and what doesn’t. In
order to create believable agents, we need to understand what artists know.

AI researchers know how to create autonomous agents. There are a number of AI
architectures that can be used to create goal-driven, reactive, robust, autonomous
agents. In order to create believable agents, we need to know what AI research-
ers know.

The goal of the Oz Project is to join these two disciplines to produce autono-
mous, interactive agents that have the qualities that have made the non-interac-
tive characters of traditional media believable. This is what we mean by
believable agents.

The Oz approach to creating believable agents (and my approach to creating be-
lievable emotions and social behaviors) is to start with the artistic nature of the
goal and work backwards to the tools that are appropriate to such a goal. In other
words, instead of bringing to the task our non-artistic notions of what the goal
should be, we have read and studied the arts and listened to artists. Instead of
starting with AI tools designed for other tasks, we have built tools specifically to
support this artistic task.

The term believable is a specific term from the arts to describe characters that
“work.” Believable characters are characters that seem to be alive and that an au-
dience has emotions for or about. Believable does not mean honest, convincing,
or realistic. It gets at something else, something artistic. For the remainder of this
section, I will discuss three lessons from the arts about the fundamental nature of
believability that I feel are critical to understanding the (sometimes unusual) di-
rections of the Oz work and, more specifically, my work.

1. Believable agents may not be intelligent.

Much AI research is devoted to creating intelligent agents that can perform
difficult tasks quickly and efficiently. In our domain, intelligence often takes a
back seat to other concerns. It will even occasionally be desirable to have stu-
pid characters (e.g., Forrest Gump or Woody on “Cheers”).



Believable Agents

BELIEVABLE SOCIAL AND EMOTIONAL AGENTS 11

Lesson: We don’t want agent architectures that enforce rationality and intel-
ligence. AI systems designed for these goals would be inappropriate for build-
ing believable agents.

2. Believable agents may not be realistic.

Some branches of AI try to mimic nature, either in order to understand
humans better or to produce efficient architectures. Cognitive modeling and
work on “lifelike” agents (e.g., ALIVE [Maes95]) are examples of this kind
of approach. Unrealistic characters, however, can be very believable. For
instance, animated characters are far from being realistic, but often make very
believable characters. In many animated films, the best characters are often
talking animals, furniture, and other non-realistic sorts of things. Bugs Bunny
and many of the characters in Disney’s “Beauty and the Beast” are good
examples.
In fact, it turns out that sometimes being more realistic can decrease believ-
ability. For example, watching extremely realistic animation of human faces,
like that of Terzopoulus [Terzopoulus95], can be somewhat disturbing, where-
as watching unrealistic animation, like Charlie Brown, can be very satisfying.
The reason for this is that the state of the art in computer animation can make
a mostly realistic human face, but not a completely realistic one; this close-
but-not-quite face is very disturbing to watch because people are so well
adapted to watching human faces. From the standpoint of believability, it is
better to go with the less realistic characters which meet the audience’s expec-
tations than to go with the more realistic characters which don’t.
Another key reason to avoid realism is that powerful artistic techniques, like
abstraction/simplification and exaggeration, rely on altering reality for more
effective characters. The idea behind these techniques is that the artist (or ac-
tor) is attempting to communicate the essential personality of the character to
the audience. Because of this, artistic characters rarely (never?) have person-
alities as complex as humans, and the important traits they do have are often
exaggerated for emphasis. Felix and Oscar in Neil Simon’s “The Odd Cou-
ple” [Simon66] are good examples of simplified, exaggerated characters.
Lesson: We don’t want architectures that enforce realism. This means that
we don’t want systems that only generate externally realistic behavior. It also
means that we are willing to use unrealistic internal processing—the goal is
not to create cognitively plausible agents; it is to create good characters.

3. Believable agents will have strong personalities.

Most AI researchers would be happy with personality-deficient agents that
could competently perform useful tasks. However, one of the strengths of tra-
ditional characters is their interesting personalities. A goal of our work is to
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be able to create a variety of different agents, each with a distinct and interest-
ing personality. These personalities should affect everything about the agent,
including how the agent moves, thinks, and talks. Also, idiosyncratic quirks
are extremely important parts of the agent’s personality. Traditional AI isn’t
particularly interested in either artistic personalities or variation across agents.
Lesson: Personality should permeate the architecture and should not be con-
strained more than is absolutely necessary.

In our quest for believability, the Oz Project has adopted an approach that we
think best allows us to achieve the kinds of characters we want. We call this the
“broad but shallow” approach to building agents.

1.4.2 Broad Agents
Members of the Oz project (see, for example, [Bates91] and [Reilly94]) have
previously argued that the way to create believable agents is to use broad agent
architectures. Such architectures have three important properties: they have a
broad set of capabilities, each capability is typically (but not necessarily) some-
what shallow, and all of the capabilities are tightly integrated. I will discuss each
of these properties in turn and describe why we feel each is important for our pri-
mary goal of creating believable agents.

Using a Broad Set of Capabilities
The focus of much AI research has been on creating systems that do a small
number of things particularly well, such as language understanding, problem
solving, or learning (for an exception, see [Sloman94]). Even potentially broad
architectures like SOAR [Laird87] were used for many years very narrowly—
usually doing only a few things in any one program. (Recently, however, SOAR
projects like TacAir SOAR have started to use more breadth [Tambe95].)

Believable agents need to be capable of behaving like interesting characters in a
simulated environment. Such agents need to appear to have goals and emotions
and they need to interact naturally and reasonably with their environment. They
need to have enough capabilities to handle the variety of situations they are
likely to encounter in an environment containing a human user. If the characters
don’t have a broad set of capabilities, they will likely break the user’s suspension
of disbelief. Such agents will need a broad set of capabilities, like perception,
language understanding, language generation, emotions, goal-driven behavior,
reactivity to the environment, memory, inference, social skills, and possibly
others.

Some of these demands are simply a product of the agent needing to act within a
complex, dynamic simulated world, but many are suggested to us by artists in
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other media. For instance, Thomas and Johnston [Thomas81], who are old-time
Disney animators, tell us about the importance of emotion, perception, the ap-
pearance of thought, and interpersonal interactions for bringing animated charac-
ters to life.

Shallowness and the Suspension of Disbelief
We generally think, however, that we will only need to model the set of capabili-
ties shallowly. Users of Oz worlds, like movie-goers and novel readers, will typ-
ically want to suspend their disbelief. This is similar to what happens with users
of Weizenbaum’s ELIZA system [Weizenbaum66] who buy into it despite its ex-
treme shallowness. We expect users of interactive drama systems will want to
suspend their disbelief just like moviegoers and novel readers do all the time. If
this is true, we hope that as long as our characters don’t act significantly out of
character, users will tend to find them believable—often even coming up with
reasons and excuses for unusual behavior.

Kelso et. al provide some experimental evidence to support this claim [Kelso92].
Users in their experiments were placed in situations similar to those that users
would be in if they were interacting with an Oz-like system, except that the other
characters and the director were humans instead of being computer-controlled. In
this experiment, the users reported very intense experiences even though exter-
nal observers found there to be numerous problems with both the story and the
characters.

We’re not claiming that depth of competence is necessarily bad or that it will
never be necessary; we’re only claiming that a broad set of shallow capabilities
will be sufficient for creating many believable agents and is probably a more
fruitful approach than the more typical narrow-and-deep methodology. A broad-
and-deep approach would probably be more generally useful, but it is currently
too difficult. We also don’t believe that depth is necessary for many artistic
agents.

Integration of Capabilities
One of the key elements of this broad-and-shallow approach is the integration of
the agent’s various capabilities. Our experience has been that a large set of shal-
low capabilities becomes much more powerful when those capabilities are tight-
ly integrated. By integrating capabilities, it is possible to create synergistic
effects that make the result much more powerful than individual capabilities
alone.

For example, let’s look at the interactions between two capabilities: natural lan-
guage and emotion. It isn’t hard to imagine building characters that lack one or
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the other. In some cases that would even be desirable. Let’s imagine, though, that
that’s not what we want, so we put in an emotion system and a natural language
system and go to the effort of integrating them. Now we can have emotions that
are based on language, such as being angry at a verbal insult (language under-
standing) or being frustrated at not being able to think of an appropriate word
(language generation). Our agent is now also capable of talking about its emo-
tions. Emotions might also affect how the agent speaks, such as stuttering when
the agent is nervous. All of these important effects arise only once we have inte-
grated emotions and language skills in our agent.

1.4.3 The Tok Agent Architecture
The members of the Oz Project designed and built the Tok agent architecture
(see [Bates92a] and [Bates92b]) in an effort to provide the kind of integrated
breadth necessary to build artistic characters for interactive drama. Figure 1-4
provides a high-level view of the Tok architecture. I have made no attempt to de-
scribe the interactions between the various components of the architecture here,
although I will discuss many of these interactions throughout the thesis.

FIGURE 1-4 The Tok agent architecture

Simulated Physical World
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Social Behavior &
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One way we achieve the tight integration of all of these components is by writing
the code for all of the various subsystems in a common behavior-based program-
ming language, Hap. In the next section, I will describe Hap in more detail.

1.4.4 The Hap Language
In order to build broad, believable agents, we needed a suitable language. In our
case, we use the Hap language of Loyall and Bates [Loyall96]. The Hap lan-
guage has been designed specifically to support believable agents, although it is
similar to other work such as reactive architectures (e.g., [Firby89] and
[Georgeff87]), behavior-based architectures (e.g., [Brooks86]), and situated ac-
tion (e.g., [Agre90] and [Suchman88]).Throughout the thesis, I will point out
various ways that I have extended the basic Hap language to better suit the task
of building social and emotional agents.

It is not necessary to understand Hap very deeply in order to understand what
follows. For the purposes of discussion in this thesis, the most important things
to understand about Hap are the following:
1. Hap maintains a dynamic forest of active behaviors, with each behavior at-

tempting to perform some set or sequence of actions. Those actions can be ei-
ther external or internal (within the “mind”). The actions can also include
subgoals, which lead to other behaviors.
For example, an agent might have goals to eat when hungry, sleep when tired,
and play otherwise. Each goal can lead to a number of different behaviors.
One eat behavior might be to find a restaurant and eat there; both of these
steps are subgoals that lead to other behaviors. The find-restaurant behavior
might have a mental step that stores the location of the restaurant for future
use.

2. All behaviors are pre-coded in a production memory. Hap does no planning in
the traditional sense.
For example, in the eat behavior, the behavior to find a restaurant is pre-coded
by the artist. There is no on-the-fly planning to achieve this goal, though the
choice of behaviors to accomplish goals depends on external perception and
internal state.

3. Goal success is not necessarily a testable property of the world. That is, it may
not be possible to write an expression that represents the state in which a goal
has been achieved. Instead, some goals are purely behavioral in that they suc-
ceed when some set or sequence of actions has been performed.
For example, one behavior the agent might use for the playing goal would be
to throw a ball up in the air and catch it. The goal state and initial state are
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similar. The point of the goal is the execution of some action, not the achieve-
ment of some particular state of the world.

4. Hap supports the creation of reactive behaviors. Here are some of the ways
that this is accomplished:
• Demons can create new goals. For example, the goal to sleep is created

when the agent gets tired.
• Goals can be interrupted and resumed. For example, the goal to find a res-

taurant is temporarily suspended to dodge out of the way of an on-coming
car and then resumed.

• Preconditions on behaviors make sure that they are chosen only when ap-
propriate. For example, the behavior to play with a ball depends on having
a ball. If the agent doesn’t have a ball, another behavior will have to be
chosen or the goal will fail.

• Goals can succeed serendipitously by means of success-tests that mark the
goal as successful even if the associated behavior has not been accom-
plished. For example, if the agent’s goal is to get to a restaurant and the
agent starts off towards a known restaurant, the agent might come across a
new restaurant along the way that will fulfill the goal even though the cho-
sen behavior is not completed.

• Behaviors can be rejected when the context of the agent changes—this is
done by means of context-conditions that mark behaviors as having failed
when the context is no longer appropriate. For example, the playing with a
ball behavior depends on the agent having a ball. If another agent should
take the ball away in the middle of the behavior, the behavior ends.

5. Hap allows multiple threads of processing. This way agents can have multiple
goals being processed together. The highest priority goal will be processed
until an action has been chosen for that goal or processing is otherwise halted.
Then the next highest priority goal begins processing. This ends when all
goals have been processed or when the time allotted to choose actions has
expired.1

6. Hap is a general programming language, so many types of behaviors can be
written using it, from physical behaviors to natural language behaviors to
emotion-based behaviors2.

1.  There are two versions of Hap. One allows multiple threads; the other does not. Much of my work relates
to both versions, though not all. Where it is relevant, I will point out what work is unique to one version of
Hap or the other.
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1.5 The Relationship between Emotions and Social Behavior

Now that I have presented an overview of the Oz system and believable agents, I
will motivate my choice of focusing on the social and emotional aspects of be-
lievable agents.

This thesis may, at first, seem a bit disjoint—as though it were really just two
small theses bound together: one about emotions for agents and one about social
behaviors. As I described in the previous section, however, there is an advantage
to breadth and these two aspects of agents seem particularly well suited for each
other.

There are (at least) two ways that emotions and social skills combine to make
Tok agents more believable. First, the combination allows for emotions that are
greater in number and variety. Second, the relationships that agents have with
each other are more believable because of this integration of capabilities. I will
expand on these ideas in turn.

First, social factors are very important in determining emotions. Many causes of
emotion in people and in artistic characters arise from social factors. For
instance, anger, love, hate, jealousy, and grief are often associated with other
agents in the world. Without social knowledge and relationships with other
agents, there would be a large gap in the types of emotions our agents could
express.

Relationships also affect an agent’s emotions in other ways, such as modifying
what emotions are felt and how strong they are when the cause of the emotion is
another agent. For example, if Sue hears Bob insulting Fred, she might have very
different emotional reactions based on her relationships with Bob and Fred. If
she is friends with Fred, she might feel intensely angry at Bob. If she likes Bob
and not Fred, she might find Bob somewhat amusing instead.

Second, the relationships between agents are more believable because of the in-
tegration of emotions and interpersonal relationships. This is because the dy-
namics of social relationships often depend on emotions. If Bill is regularly
mean to John, it is likely that John will get angry at Bill and eventually learn to
dislike Bill. If John couldn’t feel anger, he would probably continue to associate
with Bill, which seems less believable. Tok agents could enter into social rela-

2.  Emotion-based behaviors are things like generating fear when an important goal of the agent is threat-
ened. Other kinds of behaviors (such as physical behaviors) written in Hap can also take emotional informa-
tion into account in a variety of ways, such as walking across a room angrily. This will be expanded on in
Chapter 5.
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tionships with other agents without having emotions, but by integrating these
two capabilities these agents have much richer relationships that can change over
time based on emotional factors.

1.6 Simulation Systems

Before I get on with the rest of the thesis, I will briefly introduce three simulation
systems that I designed and built as part of this research. I used these three sys-
tems to help test and focus my research. As I will describe, each of the simula-
tions I have built has been designed to push specific areas of this work.
All of the systems I will describe here are text-based, mostly because I didn’t
want to spend too much time on unrelated difficulties dealing with animation,
which is not one of my areas of expertise.1 The Oz system also had some tools
for doing text-based speech interactions, whereas there were no methods for do-
ing either real or simulated speech in the animated systems. By working in the
text-based system I was able to explore more complex social behaviors, like ne-
gotiation, than if I had used the animation-based system.

The three simulations I built are called “Robbery World,” “Office Politics,” and
“The Playground.” Each consists of a simple physical world with a few distinct
locations and a few characters. The typical interaction runs roughly 10 to 20
minutes. I think of them as interactive versions of short stories or animated
shorts. They are not especially large but are still complex enough to be
interesting.

The text descriptions of the environment and of events in the world are all com-
puter generated. This often makes them a bit stilted and, occasionally, ungram-
matical. In most of the traces I will present in the thesis, I will edit them to make
them more readable. This is the case with the traces presented here. Unedited
traces can be found in Appendix A.

It is important to point out that the natural language capabilities of these agents
are much more limited than they might appear. The language understanding
systems are based on keyword matching and the language generation is done by
templates. For the worlds I have created, these simple mechanisms have proved
mostly adequate. More importantly, though, they have allowed me to pursue
work in emotion and social behavior without having to first solve the difficult
problems involved in natural language generation and understanding. Loyall’s

1.  As described in section 1.3, the Oz system has been used to develop both text-based and animation-based
interactive systems. The work described in this thesis has been incorporated into both types of systems.
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work [Loyall96] should prove to be a much better solution for believable
language generation than the simple mechanisms I have used.

“Robbery World” was designed to push the ability of my tools to model
characters’ emotions. The user plays the part of a police officer attempting to
thwart a convenience-store holdup. The other characters are a gunman and a
cashier. Figure 1-5 shows part of a sample trace from an interaction with this
simulation. For more traces, see Appendix A. As noted before, the text output of
this system is all computer generated, so it tends to be somewhat stilted.
Hopefully, the emotions and social interactions of the characters will be evident
despite the interface.

FIGURE 1-5 An interaction with “Robbery World”

You are in the parking lot.
To the north, you see the convenience store.
The cashier and the gunman are in the convenience store.
The gunman is holding his gun.
The gunman is wearing the ski mask.
The cashier is holding the bag.

The gunman is now red.
The gunman is now scowling.
The gunman is now tense.
The gunman says to you ‘‘Back off and nobody gets hurt!’’.
The cashier says to the gunman ‘‘Please don’t kill me. I’ll
give you whatever you want.’’.

PLAYER> Gunman: Come out of there now, you low-life scum!
The gunman says to you ‘‘Hey, shut your trap! I ain’t listen-
ing to none of your crap!’’.

PLAYER> Gunman: Come out now or I’m coming in!
The gunman says to the cashier ‘‘Come on! Hurry up!’’.

PLAYER> go north
The gunman aims his gun at you.

PLAYER> shoot the gunman
The gunman is now wounded.
The gunman is now pale.
The gunman is now bug-eyed.
The gunman is now trembling.
The gunman says to you ‘‘OK. I give up. I’m turning myself
in.’’.
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“Office Politics” was designed to test some social aspects of the characters, such
as how relationships between characters might affect their behaviors. It also pro-
vides characters that engage in simple social behaviors, like helping and deceiv-
ing each other. The user is a project manager attempting to send off an email
project proposal by 5 pm but the email server is broken. The other characters in-
clude Mary, the user’s boss; Gus, the technician; and Sarah, another manager.
This scenario was inspired by Cesta and Miceli’s work [Cesta93]. They use a
similar scenario to demonstrate their approach to agents modeling other agents.
Since my approach to this problem is quite different, this system provides a point
of comparison to other work in this area. Figure 1-6 shows part of a trace from
this simulation.

FIGURE 1-6 An Interaction with “Office Politics”

You are in Gus’s office.
The desk, the chair and Gus are in Gus’s office.
Gus works.

[4:35] PLAYER> Gus: Can you help me fix the email server?
Gus says ‘‘Sorry, bud. I’d like to help, but I’m swamped to-
day.’’.

[4:36] PLAYER> go north
You are in the eastern hallway.
To the west, you see the western hallway.

[4:37] PLAYER> go west
You are in the western hallway.
To the north, you see Mary’s office.

[4:38] PLAYER> go north
You are in Mary’s office.
The desk, the chair and Mary are in Mary’s office.
Mary works.

[4:39] PLAYER> Mary: I have to get a project proposal out and
the server is broken.
Mary says ‘‘I don’t know how to fix the server. Why don’t you
ask Gus?’’.

[4:40] PLAYER> Mary: I did, but Gus is too busy to help.
Mary says ‘‘Alright, I’ll talk to Gus, but I really don’t
have time for this.’’.
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“The Playground” was also designed to test the social side of the agents. In this
simulation, the user is a school child trading baseball cards during recess. The
other characters are Sluggo, the bully, and Melvin, the nerd. As will be argued in
Chapter 10, this simulation shows that I can create believable characters that en-
gage in reasonably complex social behaviors like negotiation and initiating rela-
tionships with others. A partial trace from this simulation can be found in Figure
1-7.

FIGURE 1-7 An Interaction with “The Playground”

PLAYER> get in the sandbox
Melvin is now smiling.
Melvin says ‘‘Greetings, earthling.’’.

PLAYER> Melvin: Wanna trade?
Melvin says ‘‘The Klingon Emperor wants to know if you
would be willing to part with Babe Ruth for Reggie Jack-
son?’’.

PLAYER> Melvin: No thanks.
Melvin says ‘‘Captain Picard would make the trade.’’.

PLAYER> Melvin: Sorry, no deal.
Melvin says ‘‘Are there any cards we (the Klingon high com-
mand and I) can offer you in return for Babe Ruth?’’.

PLAYER> Melvin: Well, do you have anything that would help
me get Mays from Sluggo?
Melvin says ‘‘So the Vulcan ambassador wishes to get Willie
Mays from Darth Sluggo. He really likes Mickey Mantle you
know and I’d trade you.’’.

PLAYER> Melvin: Okay, how about Mantle for Ruth?
Melvin says ‘‘The Klingon high command accepts Vulcan’s
generous offer.’’.

[Time passes. The trade is finalized and the user approach-
es Sluggo.]

PLAYER> Sluggo: Do you want to trade with me?
Sluggo says ‘‘Make an offer, butthead.’’.
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1.7 Summary

Here are some of the important issues that have come up in this chapter.
• I introduced the idea of interactive drama, where a human user gets to play the

part of a character in a interactive story-based simulation. I also described the
Oz system and its model of interactive drama.

• I introduced the problem of enabling artists to build interactive characters for
interactive drama systems. These interactive characters are called believable
agents. Because this is inherently an artistic problem, I described some of the
lessons we can learn from the arts about how to make good characters: they
don’t need to be intelligent; they don’t need to be realistic; they should have
distinctive personalities. All of these affect the kinds of approaches that are
appropriate for solving the problem.

• I described the Oz approach to building agents with broad sets of shallow but
tightly integrated capabilities and argued that this is a reasonable approach to
building believable agents. I also described the Tok agent architecture and the
Hap language that is used to write most of the components of the Tok
architecture.

• I argued that emotions and social behaviors are distinct but closely related
parts of the agent architecture. By studying both I am able to make both sys-
tems richer and more interesting.

• I described three simulated systems and seven believable agents that I have
built using the techniques that will be described in the thesis. These three sys-
tems, Robbery World, Office Politics, and The Playground, were used to moti-
vate and test much of the research described in the thesis.
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Part I:

Believable Emotional Agents
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CHAPTER 2 Believable Emotional Agents

2.1 Introduction to the Problem

Characters in non-interactive media, like novels and movies, are often emotion-
al. In fact, artists tell us that emotions are critical to the believability of their
characters. Frank Thomas and Ollie Johnston, two of Disney’s original anima-
tors, wrote a book called The Illusion of Life about creating believable animated
characters; here are some of the things they have to say [Thomas81]:

From the very beginning, it was obvious that these feelings of the characters
would be the heart and soul of Disney pictures. (p.473)

From the earliest days, it has been the portrayal of emotions that has given the
Disney characters the illusion of life. (p.505)

The overriding goal for this part of the thesis is to enable artists to create interac-
tive versions of believable emotional characters like the ones that Thomas and
Johnston talk about. This is what I mean by believable emotional agents.

2.2 Foundation

My primary goal is to enable artists to create believable emotional agents. In or-
der to accomplish this goal, I drew on previous work from a range of sources, in-
cluding art, psychology, and AI. The arts helped me understand the problem
better and psychology and AI provided some insights into how I might solve the
problem.
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2.2.1 Art & Entertainment
It is artists who best know how to create believable characters and how to imbue
them with emotions, so it is fitting to turn to the arts for guidance in building in-
teractive believable characters.

The first contribution of artists is that they identify emotion as an important
problem for building believable agents. For instance, the excerpts from Thomas
and Johnston at the beginning of the chapter indicate how important they feel
emotions are for creating quality characters.

Artists also provide ideas about how to create effective emotions for characters.
These ideas are not formal, so they cannot be directly implemented, but they
have helped me make a number of important design decisions that I will discuss
in more detail later.

One important idea about how to create effective emotional agents is that the
emotions should be specific to the character. In other words, each character
needs to be unique and its emotions need to fit its particular personality. Again,
here are some excerpts from The Illusion of Life [Thomas81]:

These characters showed hatred and scorn in their own way, but in a convinc-
ing manner. They were equally entertaining, but they were in no way inter-
changeable, which points up the importance of the storyman’s knowing his
characters…. (p. 483)

… [I]t is the animator who must think deeply into the personality of the car-
toon actors. Each must be handled differently, because each will express his
emotions in his own way. (p. 487)

These quotations refer to the expression of emotion, but it is also important for
the characters to have individual emotional reactions to situations as well. For in-
stance, in Disney’s Snow White, each of the seven dwarves might feel very dif-
ferently about a single event because of his distinctive personality. And, as the
quotations above state, even when characters have similar responses, they need
to express those reactions individually.

Another important idea from the arts is that the characters’ emotions need to be
expressed broadly. That is, emotions must affect everything about the character:
the way it moves, the way it talks, the expression on its face. An underlying as-
sumption here is that the purpose of a good character is to clearly communicate
its thoughts, feelings, and personality to the audience (or, in the case of interac-
tive characters, the user). By expressing emotion in only the character’s face, for
example, artists find it harder to communicate than if the whole character is used
to express the emotion. Thomas and Johnston have this to say on the subject
[Thomas81]:
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If a scene calls for showing tense emotions such as anguish, scorn, bitterness,
or envy with only facial expression, the animator will be quite limited. But if
the story is built so that the character reveals these feelings in what he does and
how he does it... the scenes can be gripping and entertaining. (p. 482)

The expression must be captured throughout the whole body as well as in the
face. (p. 443) [Emphasis in the original.]

One producer at Disney’s insisted that if a character said he felt a certain way,
that was all that was needed.... But it does not work like that. It is not enough
simply to proclaim that a character is mad or worried or impatient. There must
be business to support the statement and a situation in which he can demon-
strate these emotions if the audience is to be convinced that it is so. (p. 387)

Finally, the arts remind us that the goal is believable emotions, not realistic emo-
tions. Artists will often want to create characters that are exaggerated or “larger
than life,” which is at odds with achieving realism. Also, animated characters
can be believable, even though they are clearly unrealistic. Some characters may
seem quite realistic; others will be wildly unrealistic, but they can all be believ-
able in the artistic sense of the word—I want to enable artists to create whichev-
er they want. My experience has been that this is the hardest of the artistic
principles to grasp—even Walt Disney had trouble expressing it. Again, from
[Thomas81]:

There was some confusion among the animators when Walt first asked for
more realism then criticized the result because it was not exaggerated enough...
When Walt asked for realism, he wanted a caricature of realism. One artist an-
alyzed it correctly when he said, “I don’t think he meant ‘realism.’ I think he
meant something that was more convincing, that made a bigger contact with
people, and he just said ‘realism’ because ‘real’ things do... (p. 66)

Thomas and Johnston, however, are not unclear on the issue [Thomas81]:
It should be believable, but not realistic.... Tell your story through the broad
cartoon characters rather than the “straight” ones. There is no way to animate
strong-enough attitudes, feelings, or expressions on realistic characters to get
the communication you should have. The more real, the less latitude for clear
communication. (p. 375, emphasis added)

Although I have focused primarily on the animation work reported in Thomas
and Johnston, these ideas are not particular to them or to animation. Some of
these ideas can be traced as far back as Aristotle’s Poetics [Aristotle87b] and art-
ists in other media (such as screenplays [Horton94], novels [Gardner91], and
even comic books [McCloud91]) make similar claims.

To summarize, the four important lessons to draw from the arts are:

• Emotions are important for creating believable characters.
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• Emotions need to be specific to the character in question.

• Emotions need to be expressed broadly.

• Emotions must be believable but may not always be realistic.

2.2.2 Psychology & Cognitive AI
The arts provide insights into the problem of creating believable emotional
agents, but they do not provide computational ideas for how to build autonomous
agents with emotions. Psychology and cognitive AI provide some ideas about
how to approach this problem.

Once again, as the goal of this work is based in the arts, not in psychology, I am
not particularly interested in using cognitively plausible models of emotion. In
fact, as indicated in the previous section, artists may well want characters with
emotions that are cognitively unrealistic, but nonetheless appropriate for the
characters.

This means that the emotion theories I draw on do not have to be “correct” to suit
my needs. They only need to be able to help artists build believable emotional
characters. I chose as a basis for my work the emotion theories of Ortony, Clore
and Collins (OCC) [Ortony88] and Gilboa and Ortony [Elliott92]1. The first de-
scribes when people are emotional and the second describes how people express
emotions.

One reason for choosing these models is that they were designed to be imple-
mented computationally. Other researchers (e.g., [Elliott92] and [Warner91])
have also implemented versions of these models.

Another reason for adopting these models is that they are reasonably simple to
understand. Because I eventually want artists to use these models and it is likely
that these artists will not have much formal psychology training, I wanted to
keep the models as simple as possible. Decisions about what is “simple” are
clearly subjective and it is possible that my tools are harder to use than if I had
chosen some other models. I will describe my decisions and how I made them in
this thesis but I leave it as future work to determine if other models are more use-
ful and easily understood by artists.

1.  Gilboa and Ortony never published this theory, though it is described in [Elliott92].
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I will, however, briefly describe two of the models that I did not choose as a basis
for my work: the basic emotion model of Oatley [Oatley92] and the emergent
emotion model of Sloman [Sloman86].

Oatley hypothesizes five basic emotions that are the foundation of all emotional
experience: joy, distress, fear, anger, and disgust. All other emotions are hypoth-
esized to be related to these emotions in various (and, it appears to me, unspeci-
fied) ways. Although it is possible that this model has some psychological basis
in reality, because the model doesn’t make explicit how specific, non-basic emo-
tions relate to the basic five, I felt it would make it difficult for the artist who
wanted to create characters with non-basic emotions like hope or jealousy.

Sloman (like Simon [Simon67]) hypothesizes that emotions are emergent prop-
erties of complex, resource-limited, motivation-processing systems. In this mod-
el, emotions are states of the overall system and there is no separate emotion
component. In other words, mechanisms of the mind designed to deal with the
difficulties of a complex environment can be in “perturbance” states where the
agent’s high-level cognitive processes are partially “out of control.” Sloman calls
these “perturbance” states “emotional.” (Note that he uses the word “emotional,”
but he does not use the word “emotion” because of the confusion surrounding
the definition of that word.) Beaudoin [Beaudoin94] has also explored this model
in depth and built a simulated environment to test and demonstrate some of these
ideas. Again, this may be sound psychology, but, as I will discuss, I have chosen
to create an explicit emotion system to give artists more direct control over the
emotions of their characters.

It may be that as artists want more and more complex characters and as psycho-
logical models become more and more accurate and powerful, a new set of tools
will need to be built that rely on more cognitively plausible models. The impor-
tant thing to remember is that the goal is an artistic one and using cognitively
plausible models is only appropriate if it helps achieve this goal.

2.2.3 Story-Based AI
Other AI researchers who have influenced my work come from the area of story-
based AI. I have found useful ideas and inspiration in the work of Meehan
[Meehan76], Carbonell [Carbonell79], Dyer [Dyer83], and Lebowitz
[Lebowitz84,Lebowitz85]. Each has provided some insight into the problem of
building believable emotional characters.

Dyer’s BORIS system understands stories about emotional episodes, such as di-
vorces. BORIS does not generate stories, nor is it interactive, so on the surface it
may not appear especially similar. However, in order to store the emotional con-
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tent of stories, Dyer created an AFFECT structure that I modified and used as a
means of storing the emotional experiences of characters.

Lebowitz and Meehan developed story-generation systems that include charac-
ters. Lebowitz’s UNIVERSE creates soap operas and Meehan’s TALE-SPIN cre-
ates fables. Both systems adopt ways of representing relationships and feelings
about other characters that are similar to the attitude system that I have adopted.
The attitudes that characters have towards each other in UNIVERSE are de-
scribed along four dimensions (like-dislike, attractedness, dominant-submissive,
and intimate-distant). Meehan’s characters use the following scales: affection,
competition, deception, trust, domination, familiarity, indebtedness.

These systems relate to my work in two important ways, as I shall describe: they
support my decision to study the emotional and social aspects of characters to-
gether and they provide good examples of the importance of providing the artist
with as many choices as possible.

The first idea is fundamental to the dual nature of this thesis; I feel that the emo-
tional and social aspects of characters are closely enough related that to do ei-
ther one well, it is necessary to do both. This is the argument I presented in
section 1.5. The fact that both Lebowitz and Meehan were able to use a single
system to handle emotions and social relationships of agents gives additional
support to the interconnection of these two facets of agents.

The second idea, that I want to supply choices to the artist, is based on an obser-
vation about the choices that Lebowitz and Meehan made. Both devised a system
to model the relationships and emotions that characters can have about each oth-
er. The systems are quite different from each other and Lebowitz’s model is dif-
ferent from the psychological model that he drew on [Wish76]. Furthermore, the
attitude system that the OCC model [Ortony88] proposes has only like and dis-
like attitudes. So, here are four different models, all of which are useful, though
limited. And if I were to choose the superset of all of these models, the chances
are good that I would still miss attitudes that artists would want to use. I didn’t
want to build in assumptions (like these other systems did) about things like
what attitudes characters can have about each other for fear of stifling the cre-
ativity of artists. The contrast of the different attitude systems of Lebowitz, Mee-
han, Wish, and OCC with my more general solution to this problem, provides an
example my overall approach of providing artists with freedom and flexibility
whenever possible.

Continuing with the look at story-based AI, Carbonell focused more on personal-
ity than emotions in his work. His analysis of different personality types suggests
how various traits can be expressed through plans, goals, and reactions to failure.
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(The goal of this analysis was to understand stories better.) This analysis, howev-
er, proves useful for understanding many of the ways emotions can be expressed.
For example, one of the reaction-to-failure traits is “depressed.” A depressed
agent, according to this theory, will often respond to failures by being more like-
ly to abandon the plan and goal. In Chapter 5, I will discuss a number of ways to
express emotions, one of which is making the current plan and goal more likely
to be abandoned.

2.3 Contribution: Tools for Building Emotional Agents

In this section I will introduce a set of tools, collectively called Em, that support
artists in the creation of believable emotional agents. In section 2.4, I will discuss
how working within a broad agent architecture has helped me create these tools.

Using the foundational work described in the previous section, I created a num-
ber of tools that support the creation of believable emotional agents: a frame-
work (or architecture) for building emotional agents, a specific system built
within this architecture that provides reasonable default emotional processing,
and discussions about how to use the first two tools to create specific believable
emotional agents.

Before I describe these tools, it is important to recall that the goal is not to create
cognitively plausible emotional agents. The architecture allows many unrealistic
(but possibly interesting) agents to be built and the default emotional processing,
though informed by the psychology literature, has been tailored to meet a specif-
ic artistic end.

2.3.1 The Em Emotion Architecture
The first tool that I provide artists is an emotion architecture1 that sits within a
larger agent architecture. The emotion architecture determines the boundaries of
what is and is not possible for the agent builder to create in terms of emotional
agents. For example, the architecture determines what inputs are available to the
agent builder for determining which emotions the agent will have. If the agent
builder didn’t have access to the agent’s goals, it would be impossible to create
emotions based on those goals.

1.  The definition of emotion architecture and many of the other terms I will use can be found in Figures 2-
2 and 2-3. (Additional terms will be introduced in future chapters.) I have tried to avoid using the generic
term emotion because of the confusion it can cause. Read and Sloman [Read93] have previously discussed
some of the terminological perils associated with working in the area of emotion research. To reiterate the
note in the two figures, much of the terminology I use is specific to my work. The underlying assumptions
behind this terminology will be made clear in the next few chapters.
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Figure 2-1 provides a look at the bare-bones version of the Em emotion architec-
ture. I describe the details of the Em architecture in Chapters 3 through 5, but I
begin here with a brief overview of the whole architecture.

The first thing to notice in Figure 2-1 are the Inputs from Tok. These inputs are
used to decide when an agent should react emotionally. The Em architecture pro-
vides a wide range of inputs to the artist-defined rules that determine what emo-
tions the agent will display.

The Emotion Generators box represents this set of rules (called emotion gener-
ators) that take the set of inputs and produce a set of Emotion Structures. These
rules are written in the Hap language. An example emotion generation rule is the
following: when an agent has a goal failure and the goal has importance X, gen-
erate an emotion structure of type distress and with intensity X. Emotion struc-
tures have a type (e.g., fear), an intensity (e.g., 7 out of 10), possibly a direction
(e.g., Sluggo), and a cause (e.g., Sluggo is threatening to beat me up). Details of
the inputs to the emotion architecture and the emotion generators will be provid-
ed in Chapter 3.

A set of Emotion Storage Functions takes the emotion structures as they are
created and puts them into an Emotion Type Hierarchy. Emotion structures are
placed in this hierarchy based on what kinds of effects they will have, with high-
er-level nodes representing more general effects and lower-level nodes repre-
senting more specific effects. For example, the hierarchy might have a distress
type that represents general forms of distress expression, like frowning, crying,
and moving slowly. Below that type might be subtypes, such as grief, homesick-
ness, and lovesickness, which inherit the general effects of their common parent,
but that also have more specific means of expression as well, such as thinking
about home when homesick.

Each type in the hierarchy (e.g., distress) has an intensity associated with it that
is a function on the intensities of the emotion structures of that type. The way
that the intensities of the emotion structures are combined is determined by a set
of Emotion Combination Functions.
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FIGURE 2-1 The Em Architecture
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The intensity of the emotion structures will decay over time at a rate specified by
the artist in the Emotion Decay Functions. Each structure can have its own de-
cay function if desired (e.g., anger from being insulted decays slower than other
emotion structures), or decay functions can be defined at the emotion-type level
(e.g., all anger emotion structures decay slowly) or over all emotions (i.e., all
emotions decay at the same rate). Details about storing, combining, and decaying
emotions will be provided in Chapter 4.

The emotion structures are mapped into Behavioral Features via a Behavioral
Feature Map. This arbitrary mapping is written in Hap. It is the behavioral fea-
tures, and not the emotion structures, that directly affect behavior.

The final component of the Em architecture are the Outputs to Tok. The behav-
ioral features are able to affect a number of different aspects of the agent’s pro-
cessing. More details about the behavioral features and the effects on the agent
will be provided in Chapter 5.

2.3.2 The Default Em Emotion System
The Em architecture provides the structure that an artist will work within when
creating emotional characters, but none of the content. And because the
architecture is so flexible for artistic reasons, it can be hard to know how to
begin. For instance, artists have a large amount of flexibility in determining how
to map inputs to emotion structures, but coming up with a good mapping is still a
hard problem. Similarly, determining the speed of decay, the proper combination
functions, a good type hierarchy, and the other decisions to be made are all
difficult.

Because of this, I have not only provided an architecture for creating emotional
agents; I have also created a default emotion system. An emotion system is es-
sentially a filling in of the architecture to provide behaviors that are reasonable.
It may be useful to think of the emotion architecture as a programming language
for writing programs that control the emotions of characters and the default sys-
tem as a sample program. Artists will probably still want to write their own pro-
gram, but if they already have one to modify or at least to learn from, creating
other programs should be simplified.

Chapters 3 through 5 will describe the default emotion system in great detail, but
here is a brief overview of what it contains:

• I provide a set of emotion generators based on the cognitive emotion model of
Ortony et al. [Ortony88]. These generators will create 24 different types of
emotion structures. (Chapter 3)
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• These structures are stored in a default emotion type hierarchy. (Chapter 4)

• The intensities of the emotion structures are combined according to a default
combination function and they decay using one of two default decay rates.
(Chapter 4)

• A default behavioral-feature map creates 33 types of behavioral features
based on the current emotional state. (Chapter 5)

• Em provides some default mappings from behavioral features into changes in
the way the agent behaves. It is generally difficult to provide default behavior
based on the behavioral features because of the wide variety of characters art-
ists might be working on. However, I have created default mappings from be-
havioral features to a limited set of emotional effects that I have found are
somewhat general, including the body state and changes in attitudes towards
other agents. I have also built a number of general functions that artists can
use for computing the priorities of goals based on input from the behavioral
features. (Chapter 5)

2.3.3 Thesis as How-To Manual
Although I provide a default emotion system for agent builders to start from, I
also want to teach them (as much as possible) how to create emotion systems
specialized for their particular agents. So, the third kind of tool I provide agent
builders is a how-to manual. Keeping with the analogy of the emotion architec-
ture as a programming language and the default system as a program, I intend for
much of the discussion in this thesis to play the part of the programming manual
which describes good programming technique as well as how to use the language
to write certain kinds of programs.

Throughout the next three chapters I will not just describe the Em architecture
and default system; I will also discuss how to use them. For example, in Chapter
3, I will introduce the architectural support for emotion generators and describe a
set of default emotion generators that I provide. I will also, however, discuss
ways that the architecture can be used that the default rules don’t take advantage
of. This will provide artists ideas about how to approach problems and personal-
ities that are not directly handled in the default emotion system.
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FIGURE 2-2 Emotion Terminology (part 1)

[The terminology in this figure is not meant to be representative of anything
but this thesis. Many of the terms used are specific to work I have done and
contain implicit assumptions about my approach.]

Emotion architecture. A general framework for creating emotion systems
for particular agents. I will describe an emotion architecture, called Em, in
Chapters 3 through 5.

Emotion system. The emotional makeup of a particular agent. For example,
getting violently angry when insulted is an aspect of an agent’s emotion sys-
tem. How important an agent feels certain goals are is another aspect. So are
the appraisals for determining how likely a given goal is to succeed. Specific
emotional episodes (e.g., getting angry) are a result of the emotion system but
are considered part of the emotion state. I will describe how to create emotion
systems within the Em emotion architecture in Chapters 3 through 5.

Emotion generators. Anything that produces an emotion structure is an
emotion generator. A demon that creates joy whenever one of an agent’s im-
portant goals succeeds is an emotion generator. Such a demon will also be re-
ferred to as an emotion generation rule.

Emotion structures. Structures representing specific emotional experiences.
In the Em architecture, emotion structures include type, intensity, cause, and
directional information. For example, if Sam is threatening to beat up Tom,
then an emotion generator in Tom might generate an emotion structure of
type FEAR. The intensity might be 7 (on a 1-10 scale). The direction repre-
sents who the fear is of: Sam. In this case, the cause is the fact that Tom
doesn’t want to be beaten up and may be represented by a goal structure that
represents that information.

Emotional state. The current set of all emotion structures present in an
agent. For example, a child being threatened by a bully may feel fear, sad-
ness, and anger (to varying degrees) at the same time.
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FIGURE 2-3 Emotion Terminology (part 2)

[The terminology in this figure is not meant to be representative of anything
but this thesis. Many of the terms used are specific to work I have done and
contain implicit assumptions about my approach.]

Emotion types. Emotion types represent sets of emotions that are similar in
how they affect the behavior of the agent. For instance, distress might have a
number of subtypes, including grief and homesickness. All distress emotions
will share certain effects, like slowing movement and frowning. Other effects
are specific to the subtypes, like thinking about home when homesick but not
when grieving.

Behavioral Features (BFs). Intermediate structures between emotion struc-
tures and emotion effects. BFs allow emotion effects to correspond to the cur-
rent emotional structures without being tied directly to those structures. BFs
have the same components as emotion structures: type, intensity, direction,
and cause.

Behavioral Feature Map. A mapping (typically) from emotion structures to
behavioral features. The BF Map might map emotion structures of type AN-
GER to behavioral features of type AGGRESSIVE. The mapping can take
non-emotional inputs into account, such as creating an aggressive BF to help
achieve a goal instead of for emotional reasons.

Emotion effects. Any way that the agent changes based on the current be-
havioral features. An effect might be frowning or adding a revenge goal to the
motivation system. Effects can also occur in the emotion system itself.

Attitudes. Attitudes are long-term feelings about people or objects. For ex-
ample, Bill might like Samantha and dislike green beans. These attitudes
might give rise to emotion structures but are not themselves emotion struc-
tures. Attitudes may change over time but tend to change slowly (as opposed
to emotion structures).

Moods. Moods are abstractions based on the current emotional state. For in-
stance, I will refer to a character with a large number of “positive” emotion
structures (e.g., joy, hope) as being in a good mood. Moods are determined by
the behavioral feature map, so different emotion systems can be built to sup-
port different kinds of moods beyond “good” and “bad.”
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2.4 Key Idea: Broad Emotional Agents

In building the tools described in the previous section, I have derived a lot of
power from using a broad, integrated agent architecture (as described in section
1.4). One reason for taking this approach is that I expected that it would provide
a good deal of generative and expressive power. In other words, there would be
more to have emotions about and more ways to express those emotions.

For example, as I argued in Chapter 1, emotions and social relationships are
tightly interconnected. Emotions often arise based on relationships and relation-
ships often change based on the emotions others cause in us. To build emotions
apart from the social aspects of agents necessarily limits what emotions can be
generated and how they can be expressed.

Other AI researchers study emotions apart from important parts of the architec-
ture, such as a real motivation system, or, when they do have such components,
they are often overly shallow or not well integrated with the emotion system. For
instance, Elliott’s Affective Reasoner [Elliott92] allows emotions about goals,
but only permanent goals (i.e., no subgoals). In Tok, emotions can arise in re-
sponse to the full set of the agent’s subgoals. Also, systems with weak motiva-
tion systems are limited in the ways that emotions can be expressed through
goals, behaviors, and actions. By deeply integrating Em with a full motivation
system, Tok provides a rich set of ways of expressing emotions through action.

This broad approach might seem obvious, but most emotion researchers try to
focus on emotions apart from the rest of the architecture.1 To focus on one hard
problem at a time seems like a sound research methodology but is inappropriate
where a broad set of capabilities are needed to create rich characters.

Once I chose this approach to building believable emotional agents, I found that
it was effective for reasons that I hadn’t foreseen. I will provide a number of ex-
amples, particularly in Chapters 3 and 5, where this broad, integrated approach
to building believable emotional agents has allowed me to incorporate aspects of
emotions missed by those who took a narrower view. In particular, I will show
how integrating emotion with the perception and motivation systems enables the
creation of models of emotions that are often simpler and more complete than
the cognitive models of Ortony et al. that I started with.

1.  For an exception, see [Sloman86] and [Beaudoin94]. Sloman and Beaudoin hypothesize that states of
certain kinds of broad mental architectures can be called “emotional.” Beaudoin has looked, in particular, at
the relationship of motive processing and emotional states.
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2.5 Summary

Here are some of the important issues that have come up in this chapter.

• I described the various sources of inspiration I was able to draw on for this in-
terdisciplinary problem, including art, psychology, and AI. Art provides in-
sights into the nature of the problem and psychology and AI provide ideas
about how to solve it.

• I introduced the main goal of the first half of the thesis: providing tools that
will assist artists in the creation of believable emotional agents. The tools that
I will describe over the next three chapters include the following: the Em ar-
chitecture, which is a framework for building particular emotional agents; the
default Em system, which provides default emotional behavior for artists
building specific emotional agents; and discussions about how to use the other
two tools effectively. It is useful to think about these tools as a programming
language for writing programs to control the emotions of believable agents
(the architecture), a sample program (the default system), and a language
manual. These tools will be described in Chapters 3 through 5.

• While building these tools, I have taken advantage of the fact that I am work-
ing within a broad agent architecture, Tok. By using the other Tok sub-
systems, it is possible to create characters that have emotions about many
things and are able to express their emotions in many ways. I will also demon-
strate in the next chapter that this approach enables the creation of models of
emotion generation that use perception and motivation as sources of emo-
tions, which can subsequently lead to simpler and more complete models of
how emotions are generated. Details about the power gained from a broad ar-
chitecture will be presented in Chapters 3 and 5.
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CHAPTER 3 Emotion Generation

By building on work in the arts, psychology, and AI, I have designed a set of
tools that enable the creation of interactive characters that appear emotional. In
the next three chapters I will describe these tools in depth and in Chapter 6 I will
provide empirical evidence that they are effective.

In Tok agents, the following process creates the appearance of emotions:
1. A trigger event leads to the generation of an emotion structure (or structures).
2. The structure(s) is stored and decays over time.
3. The current set of emotion structures is used to generate additional structures

(called behavioral features) that determine abstractly how the agent should
act.

4. These features are used to affect specific aspects of the agent’s behavior.

For instance, if Tom’s boss fires him, that trigger event will lead to the generation
of an anger structure directed at his boss. This structure is stored and will eventu-
ally decay. In the meantime, this structure leads to the creation of a behavioral
feature of type aggression directed at Tom’s poor dog Skippy, who just happens
to be nearby. This feature leads to specific effects, such as Tom yelling at Skippy
and getting red in the face.

In this chapter, I will focus on step 1, the generation of emotion structures based
on various inputs.
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3.1 Key Ideas in This Approach

While building tools to support the creation of believable emotional agents, I had
to make a number of important design decisions. Before describing the tools
themselves, I will discuss these decisions and why I took the path I did.

3.1.1 Emotion Architecture vs. Emotion System
Previous work in the area of computational emotions has taken a psychological
model of human emotions and put it into code. For example, Elliott’s Affective
Reasoner [Elliott92] is a fairly true model of the Ortony, Clore and Collins mod-
el of human emotions [Ortony88]. Similarly, Frijda and Swagerman’s AI work
[Frijda87] is based on Frijda’s previous theoretical work [Frijda86].

In such systems the goal is to build a working model of a psychological theory
and to that end these systems are quite effective. By nature of this goal, however,
these systems don’t have to provide flexibility to allow the creation of non-realis-
tic agents that don’t fit the underlying theory. For instance, let’s say an artist
wanted to create a very odd agent that gets intensely mad every eight minutes.
There is no human emotion model that accounts for such an agent since people
like this don’t exist, and so most computational models of emotions would not be
very helpful for creating such a character.

This is a silly example since artists probably wouldn’t want to create such an
agent, but as I argued in section 2.2.1, artists will almost certainly want to create
agents that are emotionally non-realistic. So this artistic constraint has led me to
a rather different approach to that taken by Elliott and Frijda and Swagerman.

My basic approach is to separate what I call the emotion architecture from the
emotion system. The emotion architecture can be viewed as a language for writ-
ing programs to control the emotions of an agent and emotion systems can be
viewed as specific programs. Using this analogy, Elliott and Frijda and Swager-
man have built programming languages that are only suitable for writing pro-
grams that fit a set of underlying psychological assumptions. By separating the
emotion architecture from the emotion system, I allow artists to build a greater
variety of emotional agents.

In section 3.2, I will describe the part of the Em architecture used for generating
emotions; in section 3.3, I will describe the default emotion system. The default
system will take the form of a set of specific emotion generators that can be ex-
tended, modified, or replaced by artists creating specific characters.
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3.1.2 Broad vs. Narrow Emotion Architectures
One useful way to study hard problems in AI and cognitive science is to adopt a
divide-and-conquer approach. For instance, many AI systems focus on one as-
pect of intelligence, such as learning, problem solving, or language understand-
ing, and try to model it quite deeply. This has also been the approach of other
researchers in computational emotions—they take the problem of understanding
human emotions and study it quite deeply, but mostly independently of other as-
pects of the human mind.

Even when researchers have considered other aspects of the mind, they have
treated those other problems rather shallowly. For example, Elliott’s Affective
Reasoner [Elliott92] was designed, as its name implies, to reason about emo-
tions. His system incorporates a motivation/action module but this module is not
modeled very deeply since his goal is to understand emotions and not motiva-
tion. I argued in section 1.4 that when building believable agents it is possible to
use somewhat shallow capabilities; the capabilities in Tok, however, are still
more developed than similar capabilities in other agents designed for emotion re-
search. For instance, there is a motivation system that is deep enough to handle
somewhat complex goal processing. It is not as deep as the more complex goal-
processing systems that AI has to offer, but it is deeper than the motivation sys-
tem in Elliott’s Affective Reasoner.

My approach has been to take advantage of the breadth of the Tok agent architec-
ture in emotion generation and expression. This approach has a number of ad-
vantages. One advantage is that having greater breadth means that there are more
things to have emotions about and more ways to express them. For instance,
there is a language generation system, so the agent can have emotions about
things like not being able to come up with the right word; the agent can also ex-
press emotions through language. Another advantage of this broad approach, that
I will come back to in section 3.3, is that breadth often allows us to create sim-
pler and more complete models of how emotions are generated by using parts of
the architecture such as the motivation and perception systems.

3.1.3 An Explicit Emotion Module
Some work in emotion modeling, such as that of Sloman [Sloman86] and Beau-
doin [Beaudoin94], does not use an explicit emotion system to model emotions.
In Sloman’s model, emotions are states of complex, resource-limited, goal-pro-
cessing systems. That is, there is no explicit emotion system—emotional reac-
tions emerge from the complex processing of certain kinds of goal-processing
systems in certain environments.
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Again, my goal is not to figure out how human emotions work and create models
of those processes, so it doesn’t particularly matter, for my purposes, if Sloman
is correct or not. What concerns me is what kinds of models best enable artists to
create quality interactive characters.

I decided, based on these goals, to use an explicit emotion system that artists can
directly access. Although the emotion system is still tightly integrated with the
rest of the architecture, by making it independent I provide a degree of modular-
ity that allows artists to worry about many aspects of the character’s emotional
makeup apart from other parts of the architecture.

Having an explicit emotion system also allows decisions about the character’s
emotions to be explicit. If emotions are emergent properties of complex goal-
processing systems, it is difficult to give an artist direct control over the emotion-
al aspects of the character. By making these decisions explicit, I hope to ease the
artistic character-design process.

3.2 The Tools: The Em Architecture

In this section, I describe the part of the Em architecture dedicated to generating
emotions. In the next section, I describe the default emotion generators.
Throughout both sections I also describe some of the ways that the architecture
might effectively be used that the default generators do not take advantage of.

There are two main components to the generational part of the Em architecture.
First, there is a set of inputs that the emotion generators are able to access when
generating emotion structures. Second, there is the language that is used to write
the generators.

3.2.1 Inputs to the Emotion Generation Rules
Figure 3-1 provides a view of the Tok architecture with an emphasis on the Em
component. There are a number of arrows leading into the Emotion Generation
box. These arrows will be the focus of this section.

• Sense Data & Sensory Memory

Sensing the world can give rise to many sorts of emotions, from the fear
associated with noticing a physical threat to the anger that comes from
stubbing your toe. Sense data provide important information such as who and
what is nearby, what other agents are doing, and what is happening in the
environment.
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FIGURE 3-1 An Em-centric View of the Tok Architecture
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Sense data provide different sorts of information depending on the type of
physical world simulation. For instance, in the animated Oz system (“The
Woggles”) sense data encode things like the (x,y,z) position of other agents,
the size of other agents, and the current action another agent is performing
(e.g., jump, squash). Sense data in the text-based Oz systems encode topo-
graphical relationships between objects (e.g., X is on Y, X is in Y), object
properties, changes in states of the world, and agent actions (e.g., get-object,
speak).
Sensory data are used frequently by the standard emotion generators. The
data are used both directly (e.g., loud noises lead to startle emotion struc-
tures) and indirectly (e.g., the success of some goal is sensed, which in turn is
used to generate a joy emotion structure).
In the text-based Oz systems, emotion generators have access to previous
sensory inputs as well as the current sensory inputs.

• Goals, Standards, and Attitudes

These are the basic sources of emotions in the cognitive emotion model of
Ortony et al. [Ortony88]. According to this theory, events in the world are
appraised relative to the agent’s goals; actions of self and other agents are ap-
praised according to a set of standards; and objects are appraised according
to attitudes. Variations on these themes lead to a theory of 22 types of emo-
tions (e.g., the shame type covers emotions where the agent disapproves of
one of its own actions according to some standard of behavior).
The goal information flowing into Em can be about either active goals or
passive goals. Active goals are those that are actively pursued, like eating.
Passive goals are goals that an agent wants to be achieved but that the agent
does not actually pursue, such as a fan wanting the Steelers to win the Super
Bowl. Both kinds of goals can be important for generating emotions.
More details about how goals, standards, and attitudes are used in the default
Em generators will be provided in section 3.3.

• Body State

I have simple models of the agent’s facial expression, state of physical arous-
al, and muscular state that are available to the emotion generation system.
The work of Schacter and Singer [Schacter62] showed that physical arousal
can influence the emotional state, even if the arousal isn’t actually connected
with the apparent cause of the emotion. There are also folk psychology
claims that facial expressions can generate emotions—for instance, smiling
can make you happier.
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• Social Relationships

The social relationships an agent has may be important in generating emo-
tions. For instance, relationships can set up expectations for the behavior of
others that lead to emotions—Sue might not normally get mad if someone
didn’t do what she wanted, but she might get mad if the other person were
her employee. Relationships can also be used to heighten or dampen emotion
intensities, so you might give a friend the benefit of the doubt and not have a
strong reaction, even when that friend does something wrong.
Stories are often based on relationships (e.g., love stories). In these cases in
particular, relationships are important factors in emotion generation. Their
role in the default Em generators is, however, only indirect. For instance, if
an agent has a goal failure, the inference that determines if another agent was
responsible will often take relationship information into account; this, in
turn, affects who to get angry at and how intense the emotions structure
should be. Relationships happen not to be directly used by any of the default
Em generators.

• Models of Other Agents
Modeling other agents is an important topic in Part II of this thesis. One rea-
son to model another agent is for emotional purposes. For example, the gun-
man in Robbery World models how violent he believes the police officer is
and his fear of the officer is dependent on this model. If he believes the offic-
er is very violent, he will be more scared.
Some emotional theories, such as that of Ortony et al. [Ortony88], rely on
modeling the plans and goals of other agents in order to appraise their emo-
tional states. Em’s default generators can use agent models as inputs, though
I have found this kind of modeling to be unnecessary for some characters and
worlds. I will discuss my approach in more detail throughout section 3.3.

• Goal Processing Information

Having information about the current goals is important, as I just discussed,
but it can also be important to have information about the processing of
goals. Some previous systems (e.g., [Elliott92]) have generated emotions
based only on static goal information, but my experience has shown that hav-
ing dynamic processing information can also be useful.
Em has access to information about goal creations, goal successes, goal fail-
ures, the likelihood of goals succeeding, the likelihood of goals failing,
changes in either likelihood value, the parties responsible for a goal succeed-
ing or becoming more likely to succeed, the parties responsible for a goal



Emotion Generation

48 BELIEVABLE SOCIAL AND EMOTIONAL AGENTS

failing or becoming more likely to fail, the sources of threats to goals, possi-
ble sources of assistance for goals, and plan failures.

• Goal creations, goal successes and goal failures are all determined dur-
ing normal Hap processing. Every time one of these events occurs, a
method call1 is made to record the event for processing by Em. This
method stores the goal in question in a slot based on the type of event
(creation/success/failure). Default Em generation rules notice goals being
added to these slots.

• Likelihood of goal success and failure are determined by functions asso-
ciated with individual goals. I extended the Hap language to allow artists
to write such functions as they write the agent’s goals. These functions
can include arbitrary amounts of inference when necessary. For example,
the gunman’s goal not to be killed requires inferencing about a number of
aspects of the situation (is there a police officer present? does the officer
seem violent? does anyone else have a gun? etc.).

These likelihood functions are continuously updated and the values
stored with the goal. When the value changes, the amount of change (del-
ta) is also stored. Emotion generators can match on either the current like-
lihood value or the delta value. There are default emotion generators that
match both of these values.

Likelihood functions also return information about the possible threats or
aids to the goal. This information is also stored with the goal and is used
in default Em generators.

Here’s an example goal with accompanying likelihood functions. For
simplicity, I will often abbreviate “likelihood of success” as “los” and
“likelihood of failure” as “lof.” compute-los and compute-lof are the
functions to compute how likely this particular goal is to succeed and fail.
They return both a value, from 0 1o 1, and a list of agents to assign credit
or blame to (this list can be empty). The importance of this goal succeed-
ing and not failing is 5 on a scale of 0 to 10—this can be a function as
well as a static value. The goal itself is get-card and is on the last line of
the example; all the other code represents various annotations on this
goal. The keyword with is used in Hap to denote a goal with annotations.

1.  Oz uses an object-oriented approach to modeling the simulated world and the agents, so I will occasion-
ally refer to the methods and slots of various objects. This will give the reader a feel for the specific imple-
mentation but is not meant to argue that this particular implementation is unique or ideal.
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(with
(importance 5)
(compute-los (lambda () (list 3/4 $$actor)))
(compute-lof (lambda () (list $$get-card-lof $$actor)))
(subgoal get-card $$card $$actor))

Melvin (in The Playground) uses a version of this goal when he’s trying
to get a card from another character after a trade has been agreed to.
$$card and $$actor are instantiated variables that are previously bound
to the card and actor in question. In this case Melvin always feels that
there is a 75% chance of things going well, but a varying belief about how
likely things are to fail. (Note that success could just be (1 - chance-of-
failure) but I chose this example to show that this does not have to be the
case.)

In this example, the chance of failure is determined by the value of a vari-
able, $$get-card-lof, that is initially set to 0 but that can be changed at
various times during the processing of the get-card behavior—such as
when Melvin has asked for the card and received no response. In other
cases, this variable can be replaced with a more complex inference pro-
cess to determine the value, so it is possible to take both information
about the environment and information about the on-going behavior
progress into account in determining likelihood values.

• Goals in Hap can also be annotated with inference functions for
determining whom to blame when they fail and whom to give credit to
when they succeed. For instance, here is the same get-card goal as
above with new annotations (failure-responsibility and success-
responsibility) to denote that $$actor is responsible in case of either
a success or a failure.
(with

(importance 5)
(compute-los (lambda () (list 3/4 $$actor)))
(compute-lof (lambda () (list $$get-card-lof $$actor)))
(failure-responsibility (lambda () (list $$actor)))
(success-responsibility (lambda () (list $$actor)))
(subgoal get-card $$card $$actor))

• Plan failures are noticed during normal Hap processing. Structures repre-
senting failed plans that have a non-zero importance will be stored in a
pre-determined slot in the agent object that the emotion generators can
access.
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• Emotion Structures
The Emotion system feeds back on itself, so that previously generated emo-
tion structures can affect the generation of new structures. The default set of
Em generators do not happen to use emotion structures as inputs.

3.2.2 Writing Emotion Generators in Hap
Given the inputs just described, artists need to write emotion generators that map
these inputs into emotion structures. To do this, they use a version of the Hap
language [Loyall93,Loyall96] extended to better support emotion generation.
The default set of emotion generators are, of course, also written in Hap.

The Hap language was originally designed to write robust, reactive physical be-
haviors. It has turned out, however, to also be a reasonable language in which to
write emotion generators. Here are some of the features of Hap that make it a
good language for creating emotion generators. I will discuss a sample emotion
generator for frustration later in the chapter, but it provides a simple example of
the first three items in this list as well. The Hap code for this generator can be
found in Figure 3-3 (pseudo-code for the generator can be found in Figure 3-2).

• Demons. The ability to have rules that fire in certain circumstances is very
important for creating emotion generators. Every generator I have written is
expressed as a demon that waits for a particular emotional situation to occur,
and then fires, creating an emotion structure.

• Flexible match language. The match language is used to code the left-hand
sides of the generation rules. That is, it is used to describe the situations in
which the generator should fire. It is not always simple to express these situ-
ations. I’ve used a good deal of the flexibility provided by Hap in writing the
left-hand sides of the default generation rules. Hap’s match expressions are
very rich, allowing arbitrary computation.

• Internal actions. Hap was designed for controlling external, physical action,
but it also allows internal, mental actions to be performed. This is important
because the generators don’t have any external effects—they just create emo-
tion structures, which is a purely internal process.

• Flexible control of actions. Hap also provides a number of standard pro-
gramming language structures, like if-then and cond, which can often make
the internal behaviors that generate the emotion structures simpler to write.

• Priorities. Most of the Tok subsystems (with the exception of low-level
sensing and some higher-level perception) are written in Hap. Each sub-
system has goals and behaviors appropriate to its role in the agent. For in-
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stance, the emotion system has goals to update the emotional state and to
decay emotions at regular intervals; the motivation system provides what are
typically called the “goals” of the agent—things like eating when hungry and
sleeping when tired. Each of these goals has a priority that determines when
it gets processed relative to the other goals. This allows the artist to make
sure things get done in the proper order.
Here are a couple of examples of the kinds of things that can be done with
priorities:

• Priorities allow emotions to be updated before actions or vice versa, de-
pending on the particulars of the system. I have used both approaches.

In the text-based, non-real-time systems, emotions are updated first and
then actions are generated. This ensures that the action chosen reflects the
current emotional state. Since this is not a real-time system, the agent is
allowed to process until an action is chosen.

In the animated, real-time system, actions are generated with a higher pri-
ority than emotions. For example, a woggle jumping through the air sees
another woggle about to attack it. Since the agent is mid-air, it typically
has time before it has to choose its next action, so there is no goal conflict
to be resolved by priorities. In this case, the emotions are updated and
when the agent is about to land and needs to choose its next action, the
proper emotional action is chosen.

However, if the threat occurs very late in the jump, when the agent is con-
sidering its next action, it is possible that the next action is chosen before
the emotional state is updated. Once the emotions are updated, however,
if the action chosen to be performed next has not yet started (the previous
jump has not quite ended), that action will be retracted and a new one
chosen in its place.

This arrangement means that the agent always has an action to perform,
and that it is almost always the appropriate emotional action. In some cas-
es, the emotion might not be expressed immediately, but the agent is nev-
er frozen waiting for the mind to choose the next action, which I have
found to be crucial for subjective believability. Horswill also provides
some evidence that this is true [Horswill94].

This is an interesting point because it means that even if there were a per-
fect theoretical model of emotion, if it couldn’t be computed fast enough
it wouldn’t be suitable for real-time believable agents (putting aside for
the moment the argument that artists probably don’t want theoretically
perfect models anyway). By building an emotion system within a reactive
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language, the artist can make sure that the emotions don’t come at the ex-
pense of the agent being reactive to the environment.

• Using priorities also allows the agent to update “more important emo-
tions,” like fear and anger, before “less important emotions,” like gratifi-
cation and pity. Artists are able to specify which emotions are more or
less important for each character if desired.

• Priorities let artists ensure that inferences that are necessary for emotion
processing are done before the emotion processing. For instance, infer-
ences about how likely a given goal is to fail need to come before the
emotional generation of distress because of that change in likelihood.

These priority examples demonstrate how I achieved some types of integra-
tion of the various capabilities of a Tok agent (e.g., emotion, action, infer-
ence) and also how such integration can be useful. For more on this subject,
see [Loyall96].

3.3 The Tools: Em’s Default Emotion Generation Rules

Em comes with a standard library of emotion generation rules based mostly on
the Ortony, Clore and Collins cognitive emotion model [Ortony88]. (For brevity,
I will refer to this as the OCC model.) When designing a specific agent, artists
can use these default rules in their entirety, or they can pick and choose those that
fit their agents. Artists can also add to and modify the rules that are provided. My
goal is to provide artists a useful set of starting rules without forcing a particular
emotion system on all characters.

In this section, I will describe how my work relates to the OCC emotion model, I
will show what an emotion generator looks like, and I will describe the set of
emotion generators that I have created.

3.3.1 Relationship to the OCC Model
It should be kept in mind that while the Em emotion generators are based on the
OCC model, many of them are somewhat different from their OCC counterparts.
A difference that occurs in all of the rules is that they don’t represent the com-
plex intensity system of the OCC model. The original model postulated four glo-
bal intensity variables (arousal, unexpectedness, proximity, and sense of reality)
and up to four local variables (e.g., goal importance in goal-related emotions
such as joy) for each emotion type. Elliott and Siegle [Elliott93] continued to ex-
pand and refine the complex emotion intensity model to include 24 emotion in-
tensity variables (such as physical well-being)—and that was claimed to be an
incomplete list.
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Instead of using the complexity of the OCC or Elliott and Siegle models, I have
adopted a subset of the intensity variables of these models. I found that my sim-
pler intensity model was sufficient for all of the characters the Oz group has built
so far1 and was easier to deal with from an agent builder’s standpoint. It may be
that the complexity of the OCC/Elliott model is necessary for some characters in
some worlds, so Em allows new, more complex emotion generators to be added
by the artist. Making complex intensity computations the default that artists
would have to learn, though, is unreasonable and unnecessary.

Another way that the Em emotion models differ from the OCC models is that Em
uses a broad agent architecture to move away from strictly cognitive models of
how emotions are generated. The OCC model has a very cognitive slant that re-
quires complex reasoning and modeling of other agents. In many cases, I have
been able to come up with much simpler techniques for modeling the same types
of emotions.

Em takes advantage of the breadth of the Tok agent architecture to incorporate
motivational and perceptual antecedents into the emotion generators. I am not re-
jecting cognition by doing this, just extending the Em models rely on more than
cognition.

Here’s an example of what I mean. In the OCC model pity emotions are generat-
ed roughly as follows: agent A feels pity for agent B when (1) agent A likes
agent B and (2) agent A appraises an event in the world to be displeasing to B ac-
cording to B’s goals. So, if Alice hears that Bill got a demotion, Alice must be
able to match this event with a model of Bill’s goals, including goals about de-
motions. This requires Alice to have a pretty good model of Bill’s goals and ap-
praisal functions, which is very hard to do—especially in dynamic worlds where
goals can change very rapidly.

Instead, I suggest the following antecedent for pity: agent A feels pity for agent
B when (1) agent A likes agent B and (2) agent A thinks that agent B is unhappy.
Not only is this a simpler description, which can be important if non-technical
people are to use this system, but it is also more complete and sometimes even
easier to use.

In this case, I have broken the OCC model into two components: recognizing
sadness in others and having a sympathetic emotional response. In the OCC
model, both components are tied up in the antecedent for pity. Recognizing sad-
ness in others is done, according to the OCC model, only through reasoning and

1.  Eleven so far, in five different simulated worlds.
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modeling of the goals of other agents, so this inference can be built into the mod-
el of how the emotion is generated. Em keeps the recognition of sadness apart
from the emotional response, which allows for multiple ways of coming to know
about the emotions of others. One way is to do reasoning and modeling, but an-
other way, for example, is to see that an agent is crying.

The Em model is more complete than the OCC model in cases such as agent A
seeing that agent B is sad but not knowing why.1 In the OCC case, when agent A
does not know why agent B is unhappy, the criteria for pity is not met.2 Because
the default Em emotions generators require only that agent A believe that agent
B is unhappy, which can be perceived in this case, Em generates pity.

It is possible in Em for A to know about B’s emotional state through complex
reasoning about B’s goals, but this isn’t necessary. In fact, in the simulations I
have built, I have found the perceptual version of this emotion (i.e., seeing B is
unhappy) is typically more useful than the cognitive version (i.e., reasoning
about B’s emotional state). This means that for many characters, it is possible to
dispense with the cognitive modeling code and rely only on the simpler perceptu-
al code.3

Here’s another example of how I have been able to create less-cognitive models
of how emotions are generated. According to the OCC model, distress is generat-
ed when an event is appraised to be unpleasant relative to the goals of the agent.
This model relies on evaluating external events. In Em, distress is caused by
goals either failing or becoming more likely to fail, which is determined by the
motivation/action system. This shifts the emphasis towards the goal processing
of the agent and away from the cognitive appraisal of external events. This is
useful for two reasons. First, the motivation system is already doing much of the
processing (e.g., determining goal successes and failures), so doing it in the emo-
tion system as well is redundant. Second, much of this processing is easier to do
in the motivation system since that’s where the relevant information is. For in-
stance, deciding how likely a goal is to fail might depend on how far the behav-

1.  How an agent notices that another agent is sad will depend on the specifics of the characters and system.
For instance, in the animation-based Edge of Intention, agents believe other agents are sad when they move
slowly, squash down a lot, and don’t jump very high. In The Playground, it would be a matter of noticing
actions, such as sulking or crying, or facial expressions, like frowning. Recognizing the emotions of human-
controlled characters relies on similar techniques.
2.  It is possible to create an implementation of the OCC model that reasons that a sad-looking agent must
have appraised an unknown event relative to an unknown goal and then generate emotions based on the goal
appraisal. This approach is more complex than is necessary.
3.  The fact that perception is easier than cognition is partly due to the fact that I am working in simulated
environments where perception is fairly straightforward. In real-world systems, perception becomes more
difficult, but cognition doesn’t get any easier.
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ior to achieve that goal has progressed or how many alternate ways to achieve
the goal are available—this information is already in the motivation system.

By using the breadth of the Tok agent architecture, Em uses models of how to
generate emotion structures that are often more complete and easier to use than
their strictly cognitive counterparts. This idea of moving away from cognition
and towards a hybrid model that incorporates perception and motivation as well
as cognition will be repeated throughout the discussion of the individual emotion
types.

3.3.2 An Emotion Generator
In the next section, I will describe the default emotion generators I have built
somewhat abstractly—in other words, I’m not going to provide a lot of code.
The goal is to present what the generators do, not to provide details of the imple-
mentation. Nonetheless, it is useful to see what an emotion generator looks like
and how it works to get a feel for the process involved in creating emotion gener-
ators. Figures 3-2 and 3-3 provide pseudo-code and Hap code for the frustration
generator. Recall that emotion structures have a type (e.g., anger), a cause (e.g.,
being insulted), a direction (e.g., the agent who made the insult), and an intensity
(e.g., 7 out of 10).

Readers interested in the details of Hap are referred to [Loyall93, Loyall96].
Otherwise, it is not necessary to understand the Hap code and I suggest looking
at the pseudo-code instead.

Frustration is generated when the agent has an important behavior that fails. For
instance, it might be really important that an agent not only achieve some goal,
but that the goal be attained in some specific manner. If the desired approach to
achieving the goal fails, the agent may still be able to achieve the goal, but feel
frustrated that the desired approach was unsuccessful.

This generator relies on the fact that the agent architecture records the failure of
behaviors in a specific place in memory, which is one of the inputs to Em dis-
cussed earlier.

In the frustration example, the emotion generator requires only a single Hap pro-
duction and the production generates only frustration. This is not always the case
as the rules are often keyed off of important events, like goal successes, that can
lead to a number of different kinds of emotions.
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FIGURE 3-2 An Emotion Generator (Pseudo-Code): Frustration

Demon:
 Name: em-update-frustration-demon
if (and (not-empty(plan-failures)))

(B := first-elmt(plan-failures))
(Importance(B) > 0))

then {
 struct = make-emotion-structure {

 type = FRUSTRATION
 cause = B
 direction = NIL
 intensity = Importance(B)
};

store(struct);
remove(B,plan-failures);

}
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FIGURE 3-3 An Emotion Generator (Hap Code): Frustration

 ;; Production to generate frustration structures
 (sequential-production update-frustration ()

 ;; This is a demon
 (demon em-update-frustration-demon

;; LHS
;; Fire when a failed behavior has been put in
;; the $plan-failures slot and the importance of the
;; behavior is greater than 0
 (and (match $plan-failures

 (list-containing ?plan))
 (match (call importance ?plan) ?intensity)
(> ?intensity 0)

;; Create an emotion structure. Set the variable
;; ?emotion-structure to the structure
(match (make frustration-emotion

actor self
cause ?plan
frustration-production ?intensity)

?emotion-structure))

;; RHS
;; Store the structure
(mental-act

            (call add-emotion
(slot emotion-type-hierarchy $em)

                  $$emotion-structure
                  ‘frustration))

;; Remove the behavior from the $plan-failures slot
(mental-act

(setf $plan-failures
(remove $$plan $plan-failures)))))
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3.3.3 The Default Emotion Generators
Some of the Em emotion generators are broad and cover more emotion types
than might be obvious from their names. For instance, distress covers the general
class of emotion structures caused by goals failing or becoming more likely to
fail. There are numerous subtypes that are represented by this general class: grief
is a type of distress caused by the failure of goals that loved ones not die; despair
is a type of distress with an high intensity. So, if you don’t see your favorite emo-
tion on this list, it’s possible that it’s just an instance of one of the more general
classes listed.

Table 3-1 provides a quick overview of the emotion types. Remember, I am not
claiming that these are “correct” in any psychological sense—just that they are a
strong starting point for creating believable emotional agents. There are a num-
ber of choices that I’ve made along the way, such as how to compute the intensi-
ty of various emotion types, that are justified only by their artistic impact.
Chapter 6 will present evidence that characters created based on these choices
can appear emotional and be believable.

TABLE 3-1 Emotion Generation in Em

Emotion Type Cause in Default Em System
Distress Goal fails or becomes more likely to fail and it is important

to the agent that the goal not fail.
Joy Goal succeeds or becomes more likely to succeed and it

is important to the agent that the goal succeed.
Fear Agent believes a goal is likely to fail and it is important to

the agent that the goal not fail.
Hope Agent believes a goal is likely to succeed and it is impor-

tant to the agent that the goal succeed.
Satisfaction A goal succeeds that the agent hoped would succeed.
Fears-Confirmed A goal fails that the agent feared would fail.
Disappointment A goal fails that the agent hoped would succeed.
Relief A goal succeeds that the agent feared would fail.
Happy-For A liked other agent is happy.
Pity A liked other agent is sad.
Gloating A disliked other agent is sad.
Resentment A disliked other agent is happy.
Like Agent is near or thinking about a liked object or agent.
Dislike Agent is near or thinking about a disliked object or agent.
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• Distress

Distress is generated when a goal fails or the agent believes that a goal has
become more likely to fail and it is important to the agent that the goal not
fail. The intensity is based on the importance of the goal not failing and the
change in the likelihood of failure. (Failure means the goal has changed to a
likelihood of failing of 1.) For example, suppose a goal with importance of
not failing of 6 and a believed likelihood of failing of 25% actually fails. A
distress structure of intensity .75 x 6 = 4 (when rounded down) is generated.
The factors affecting emotional intensity are taken from the OCC model,
though I have taken only some of their factors into account. Choosing to
multiply the various factors and truncating the decimal part has proven to be
an effective way of computing the overall intensity. The OCC model does

Other attitude-
based emotions

Agent is near or thinking about an object or agent that the
agent has an attitude towards (e.g., awe)

Pride Agent performs an action that meets a standard of behav-
ior.

Shame Agent performs an action that breaks a standard of
behavior.

Admiration Another agent performs an action that meets a standard
of behavior.

Reproach Another agent performs an action that breaks a standard
of behavior.

Anger Another agent is responsible for a goal failing or becom-
ing more likely to fail and it is important that the goal not
fail.

Remorse An agent is responsible for one of its own goals failing or
becoming more likely to fail and it is important to the
agent that the goal not fail.

Gratitude Another agent is responsible for a goal succeeding or
becoming more likely to succeed and it is important that
the goal succeed.

Gratification An agent is responsible for one of its own goals succeed-
ing or becoming more likely to succeed and it is important
to the agent that the goal succeed.

Frustration A plan or behavior of the agent fails.
Startle A loud noise is heard.

Emotion Type Cause in Default Em System
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not posit an explicit model of how the various factors should be combined.
Artists are free to adjust these calculations as they see fit.
Importance of goals1 is broken down into two parts: importance that the goal
succeed and importance that the goal not fail. For instance, imagine Jake
hates being late for appointments; being on time doesn’t make him happy,
but being late does make him upset. This is modeled in Em by giving Jake’s
goal to be on time a low (or 0) importance of success and a medium-high im-
portance of failure. There might be other ways to explain these sorts of emo-
tional reactions, but I have found this approach simple and effective.
In the OCC model, distress emotions occur when an event is appraised as be-
ing unpleasant with respect to the agent’s goals. This model makes it hard to
model cases where the goal is known to have failed (or become more likely
to fail), but the causing event is unknown. By placing emphasis on goal pro-
cessing instead of the appraisal of events it is much easier to model certain
kinds of distress.
For example, Toby owns an expensive vase and comes home one day to find
it broken. In this case, Toby presumably has a goal that his expensive vase
not be broken; the success and failure of this goal can be determined by sim-
ply sensing the world. When Toby sees the broken vase, he knows that his
goal has failed, but does not know what specific even caused the failure (e.g.,
the cat knocked it off the shelf, Greg and Peter were playing ball in the
house, or the wind blew it off the shelf). The Em rules handle this case easily;
just knowing that an important goal has failed is enough. In the OCC model,
a generic vase-breaking event must be created by the agent for the sole pur-
pose of appraising it in a negative way, which leads to unnecessary cognitive
processing for creating believable emotions.

• Joy

Joy is generated when a goal succeeds or the agent believes that such a goal
has become more likely to succeed and it is important to the agent that the
goal succeed. The intensity is based on the importance of the goal and the
change in the likelihood of success. (Success means the goal has changed to
a likelihood of succeeding of 1.) For example, if an agent has a goal with an
importance of succeeding of 8 and that goal goes from 30% likely to succeed
to 55% likely to succeed, the agent feel joy of intensity .25 x 8 = 2.

1.  Goal importance is used for emotion generation and it is not directly used for driving action; there is a
separate priority value for determining the processing order for goals. Priorities, however, can change based
on emotions as I will demonstrate in Chapter 5.
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In the OCC model, joy emotions occur when an event is appraised as being
pleasant with respect to the agent’s goals. The Em model focuses on the
agent’s goal processing instead, which leads to less cognitive processing.
This relationship is analogous to the one between the OCC and Em versions
of distress.

• Fear

Fear is generated when a goal is considered to be likely to fail and it is im-
portant to the agent that the goal not fail. The intensity is based on how im-
portant the goal is and how likely it is to fail. For instance, a goal with
importance of not failing of 4 that is believed to be 75% likely to fail, leads to
fear of intensity .75 x 4 = 3. If the goal fails, no fear structure is generated.
There is actually one more condition for the generation of a new fear struc-
ture: there should not already be a fear structure present for the goal in ques-
tion. If the goal in the example were to stay at 75% likely to fail, there would
not be a new fear structure generated each tick; if the likelihood of failure
were to increase, the intensity of the existing fear structure would rise; if the
intensity were to decrease, the intensity would begin to decay as will be de-
scribed in the next chapter.
Fear differs from distress in that distress is based on changes in the likelihood
of failure, so if the goal is staying at a steady likelihood of failure, the dis-
tress caused by the initial increase will decay, but fear will not since the un-
derlying cause of the fear is still present.
In the OCC model, fear occurs when a prospective event is appraised as be-
ing unpleasant relative to the agent’s goals. This model requires some sort of
forward-looking simulation in order to have events that can be appraised.
The Em rules could use such a system on which to base appraisals of likely
goal failures, but they aren’t necessary. For example, in The Playground,
Melvin has a health-preservation goal with a likelihood of failure function
that believes the goal is somewhat likely to fail when Sluggo is around and
very likely to fail when Sluggo is around and looking angry. This doesn’t re-
quire any forward simulation of how Sluggo would go about hurting him and
is, therefore, much simpler to create. Furthermore, the Em model makes it
easy to model irrational fears of goals failing; even if the agent is not capable
of imagining an event that would cause such a failure, fear can exist.
This is another example of the shift away from cognition based on appraisals
of external events and towards a model that focuses on internal goal-process-
ing events. As with distress and joy, the focus shift here is away from ap-
praisals of (possible future) events and towards goal processing information
(that can be based on appraisals or simple perceptions of the world).
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• Hope

Hope is generated when a goal is considered to be likely to succeed and it is
important to the agent that the goal succeed. The intensity is based on how
important the goal is and how likely it is to succeed. For instance, suppose a
goal with importance of succeeding of 5 has a 90% believed likelihood of
succeeding. This leads to hope of intensity .9 x 5 = 4 (when rounded down).
No hope is generated if the goal succeeds. Also, if the likelihood of success
stays steady, no new emotion structures are generated; the first structure gen-
erated is simply kept and not decayed.
In the OCC model, hope occurs when a prospective event is appraised as be-
ing pleasant relative to the agent’s goals. The relationship between the OCC
and Em models of hope is analogous to the relationship between the OCC
and Em models of fear.

• Satisfaction

Satisfaction is generated when a goal that was likely to succeed does and it
was important to the agent that the goal succeed. The intensity is based on
the importance of the goal succeeding and the likelihood of success prior to
success. For instance, if a goal with importance of succeeding of 8 is be-
lieved to be 75% likely to succeed and then does succeed, the satisfaction
will be of intensity .75 x 8 = 6.
In the OCC model, satisfaction occurs when a pleasing prospective event
occurs. This requires some sort of idea about what prospective events would
be pleasing. The Em model replaces the idea of external events with internal
goal processing information, so satisfaction occurs when a goal succeeds that
was hoped would succeed. The initial hope does not depend on anticipating
actual external events (as just discussed for hope and fear) and the success of
the goal does not depend on the appraisal of external events (as discussed
with joy and distress), though in both cases appraisals of events can be
involved.
The OCC model also includes the concept of how much effort was expended
towards achieving a goal. This is used to affect the intensity of the emotion,
so working hard to achieve a goal leads to more intense satisfaction when it
is met. This is not modeled in the default Em generators, but it is possible to
write emotion generators that do take it into account if that is desirable for a
certain character. This is done by keeping an effort-expended variable with
each goal that can be incremented during the behavior when some amount of
work has been expended; then the satisfaction generator will need to take this
new variable into account when computing the intensity of the emotion
structure.
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• Fears-confirmed

Fears-confirmed is generated when a goal that was likely to fail fails and it
was important to the agent that the goal not fail. The intensity is based on the
importance of the goal not failing and the likelihood of failure prior to fail-
ing. If a goal with importance of not failing of 7 is 80% likely to fail and then
does fail, the fears-confirmed will be of intensity .8 x 7 = 5 (rounded down).
In the OCC model, fears-confirmed occurs when a displeasing prospective
event occurs. The relationship between the OCC and Em models of fears-
confirmed is similar to the relationship between the two versions of
satisfaction.

• Disappointment

Disappointment is generated when a goal that was likely to succeed fails and
it was important to the agent that the goal succeed. The intensity is based on
the importance of the goal succeeding and the likelihood of success prior to
failing. If a goal with importance of succeeding of 3 is 90% likely to succeed
and then fails, the disappointment will be of intensity .9 x 3 = 2 (rounded
down).
In the OCC model, disappointment occurs when a pleasing prospective event
fails to occur. The relationship between the OCC and Em models of
disappointment is similar to the relationship between the two versions of
satisfaction.

• Relief

Relief is generated when a goal that was likely to fail succeeds and it was im-
portant to the agent that the goal not fail. The intensity is based on the impor-
tance of the goal not failing and the likelihood of failing prior to succeeding.
If a goal with an importance of not failing of 7 is 45% likely to fail, but it
succeeds, the relief will be of intensity .45 x 7 = 3 (rounded down).
In the OCC model, relief occurs when a displeasing prospective event fails to
occur. The relationship between the OCC and Em models of relief is similar
to the relationship between the two versions of satisfaction.
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• Happy-for

Happy-for is generated when an agent likes another agent who is happy. The
intensity is based on how much the other agent is liked and how happy that
agent is believed to be. If an agent is liked1 to a degree 8 (out of 10) and that
agent is believed to be happy at an intensity of 5, the happy-for emotion will
be of intensity 8 x 5 / 10 = 4.
The relationship between the OCC version of happy-for and the Em version
is very similar to that of pity which was discussed earlier. In the OCC model,
happy-for occurs when an event is appraised as being pleasing to a liked
agent. This does not account for the emotion associated with seeing a friend
who is happy, but not knowing why that character is happy. The Em model
only requires some appraisal about the happiness of the other agent. This can
come about through inferences about how that agent might appraise certain
events, but is not limited to that case. For example, simple physical cues can
be used. In fact, physical cues might be preferred in most cases in which they
are available since inferences are often more likely to be wrong than direct
perceptions (at least in simulated worlds).
The OCC model also has a concept of deservingness. If a friend receives a
tremendous, but undeserved, award, happy-for may not arise. The default Em
rules ignore this case, though it might be necessary to add in the future.
It should also be noted that besides the emotions happy-for, pity, resentment,
and gloating, it could be useful to add other emotions about other agents. For
example, fear-for could be an emotion generated when an agent believes that
a liked agent is likely to have an important goal fail. Although fear-for (and
similar emotions) are not part of the OCC model or the default Em emotion
system, it is possible to add them for particular characters if they are needed.

• Pity

Pity is generated when an agent likes another agent who is distressed. The in-
tensity is based on how much the other agent is liked and how unhappy that
agent is believed to be. If an agent is liked at a level 6 and they are believed
to be unhappy at an intensity of 9, the pity felt towards that agent will be of
intensity 6 x 9 / 10 = 5 (rounded down).
The relationship between the OCC and Em versions of pity was discussed
above and is similar to the relationship between the OCC and Em versions of
happy-for just discussed.

1.  Like (and dislike) are attitudes. They are reasonably stable feelings about other agents that can give rise
to emotions, but are not emotions themselves.



The Tools: Em’s Default Emotion Generation Rules

BELIEVABLE SOCIAL AND EMOTIONAL AGENTS 65

• Gloating

Gloating is generated when an agent dislikes another agent who is unhappy.
The intensity is based on how much the other agent is disliked and how un-
happy that agent is believed to be. For instance, if an agent is disliked 6 and
is thought to be distressed at intensity 5, then the intensity of the gloating will
be 5 x 6 / 10 = 3.
In the OCC model, gloating occurs when an event is appraised as being dis-
pleasing to a disliked agent. The relationship between the OCC and Em ver-
sions of gloating is very similar to the relationship between the OCC and Em
versions of happy-for and pity.

• Resentment

Resentment is generated when an agent dislikes another agent who is happy.
The intensity is based on how much the other agent is disliked and how hap-
py that agent is believed to be. If a disliked (degree 8) agent is happy (inten-
sity 7), then resentment towards that agent will be of intensity 8 x 7 / 10 = 5
(rounded down).
In the OCC model, resentment occurs when an event is appraised as being
pleasing to a disliked agent. The relationship between the OCC and Em ver-
sions of resentment is very similar to the relationship between the OCC and
Em versions of happy-for and pity.

• Like, dislike, and other attitude-based emotions

Like, dislike, and other attitude-based emotions are generated when the agent
comes in contact with or thinks about any object (including other agents) that
the agent has an attitude about. For example, if John likes Sara (an attitude),
then he will have an emotional reaction (also called “liking”) when she’s
around him. By default, Em’s rules match against all objects in sight, but oth-
er behaviors can easily filter this list or add new objects to it for consider-
ation. In such cases, new emotion generators would not have to be written.
The intensity is based on the strength of the attitude. So, if John has a liking
attitude of degree 8 towards Sara, then when she is around he will have a lik-
ing emotion of intensity 8.
The OCC model postulates only two attitude-based emotions: love, caused
by appraising an object pleasing according to a like attitude, and hate, caused
by appraising an object displeasing according to a dislike attitude.1 The Em
system allows this set to be extended just by creating new attitudes—no new
generators need to be written. For example, agents may feel attitude-based
fear just by being around another agent, even if there is no particular goal be-
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ing threatened. Melvin feels attitude-based fear (and goal-based fear) to-
wards Sluggo in the playground simulation.

• Pride

Pride is generated when an agent finds its own action praiseworthy according
to some standard of behavior. Standards can be of moral quality: thou shalt
not kill. Or they can be of performance quality: I should be able to do well in
school.
The intensity is based on the strength of the standard. So, if an agent has a
strength 6 standard to do well on a test and it does so, the agent will feel pride
at intensity 6. The strength of the standard is set by the artist and should be
based on the difficulty of fulfilling the standard and the personality of the
character.
Like the goal-based emotions, standards have two kinds of importance: that
they be met and that they not be broken. For example, a standard to not steal
is important not to break, but an agent shouldn’t feel pride every time it fails
to steal something. Similarly, an agent might feel pride at some exceptional
accomplishment, but not feel ashamed at not accomplishing extraordinary
feats.
The OCC model is quite similar, although the idea of two kinds of impor-
tance is never made explicit in their theory.

• Shame

Shame is generated when an agent finds its own action blameworthy accord-
ing to some standard of behavior. The intensity is based on the strength of the
standard. Breaking a strength 5 standard results in shame of intensity 5.
The OCC model is quite similar.

• Admiration

Admiration is generated when an agent finds another agent’s action praise-
worthy according to some standard of behavior. The intensity is based on the
strength of the standard. If another agent is judged to have met a standard of
strength 7, admiration towards that agent of intensity 7 will be generated.
The OCC model is quite similar.

1.  I have decided to use the words “like” and “dislike” for both attitudes and emotions instead of using
“like” and “dislike” for attitudes and “love” and “hate” for emotions. The confusion of reusing terminology,
exists, but “love” and “hate” had inappropriate connotations that I didn’t want either. I will try to be clear
about whether I am talking about emotions or attitudes if there is some chance of confusion.
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• Reproach

Reproach is generated when an agent finds another agent’s action blamewor-
thy according to some standard of behavior. The intensity is based on the
strength of the standard. Another agent breaking a standard of strength 3 will
cause reproach of intensity 3.
The OCC model is quite similar.

• Anger

Anger is generated when another agent is considered to be responsible for a
goal failing or becoming more likely to fail and it is important to the agent
that the goal not fail. The intensity is based on the importance that the goal
not fail and the degree to which the other agent is held to be responsible. If
agent A has a goal fail and that goal has an importance of not failing of 6 and
agent A believes that agent B is fully responsible for the failure, then agent A
will feel anger towards B of intensity 100% x 6 = 6.
Because of the goal failure and because of an implicit standard for others to
not cause other people’s goals to fail, Em also generates distress and re-
proach when it generates anger. When computing anger intensities, the gen-
erator does not factor in how likely the goal was to fail beforehand; this gives
an edge in intensity to anger over distress as the intensity of distress is based
on the change in likelihood of failing.
The OCC model describes anger as a compound of distress and reproach.
That is, when another agent performs an act that is blameworthy and dis-
pleasing, anger is generated towards that agent.
Here’s an example demonstrating how the Em and OCC models work. A
basketball player playing on Doug’s favorite team takes a bad shot and miss-
es the final shot of the game causing the team to lose. The OCC model posits
that Doug’s reproach feeling towards the player for taking a bad shot and his
distress at the team losing combine to form anger towards the player. In Em,
the goal of the team winning the game fails, and the responsibility is assigned
to the player taking the bad shot, which also results in anger, distress, and re-
proach.
According to Elliot’s implementation of the OCC model [Elliott92], when re-
proach and distress are combined to form anger, the two component emo-
tions are removed from the system. Em keeps the distress, reproach, and
anger emotion structures. The emotion expression part of the architecture de-
cides which (possibly more than one) to display.
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• Remorse

Remorse is similar to anger, but the agent is responsible for its own goal
failing or becoming more likely to fail. The intensity is based on the
importance of the goal not failing and the degree to which the agent holds
itself responsible.
In the OCC model, remorse is a compound emotion with shame and distress
as its constituents. In remorse situations, Em will also generate distress and
shame.

• Gratitude

Gratitude is generated when another agent is responsible for a goal succeed-
ing or becoming more likely to succeed. Intensity is based on the importance
of the goal succeeding and the degree to which the agent is held responsible.
In the OCC model, gratitude is a compound emotion with admiration and joy
as its constituents. In gratitude situations, Em will also generate joy and
admiration.

• Gratification

Gratification is similar to gratitude, but the agent is responsible for its own
goal succeeding or becoming more likely to succeed. The intensity is based
on the importance of the goal succeeding and the degree to which the agent
holds itself responsible.
In the OCC model, gratification is a compound emotion with pride and joy as
its constituents. In gratification situations, Em will also generate joy and
pride.

• Frustration

Frustration is generated when an agent’s behavior fails, even when there is
no corresponding goal failure. This means that the agent’s goal may not have
changed in how likely it is to succeed or fail, but the temporary setback can
still be emotional. For example, when hammering in a nail, I typically take
about three bent nails before I accomplish my task. When I bend the first
two, I know that sooner or later I’ll get the nail in, but the failures are still
frustrating. The intensity is based solely on the importance of the plan not
failing, which will often take the importance of the goal, the difficulty of the
task, and the number of failures into account. The importance is an arbitrary
function that can be tied to the plan (instead of being static values).
Frustration does not fit into the OCC model. Although quite complete, the
OCC model does not seem to be all-encompassing. This is one reason to
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make sure that the Em architecture is flexible enough to handle extensions to
the emotion generators. I will show how frustration was added to the Em sys-
tem in section 4.5.

• Startle
Startle is generated when an agent hears a loud noise. This emotion type was
added to improve the cashier in the gunman scenario. For the cashier, the in-
tensity of the emotion is always 7 and the decay is very quick (the intensity
halves every turn). Variations on this simple form of startle are possible. For
instance, emotion structures can be generated based on a variety of intense,
unexpected sensory inputs. I only needed startle for my characters, so it was
the only one that I built.
Startle was not part of the cognitive OCC model. It is an example of an emo-
tion that could conceivably be modeled cognitively, but that has a simpler
and more intuitive perceptual model that works well for my artistic ends.

3.4 Discussion: Types of Emotion Generation Rules

One of the goals of this thesis is to provide some ideas to artists about how to use
the tools I provide them. Much of the discussion throughout this chapter has
been towards that end and this section will provide more.

By exploring the emotion research literature and trying to create emotional
agents, I have developed a list of emotion types based on their underlying caus-
es. I have not included all of these types in the default set of emotion generators,
so I thought it important to provide artists with some ideas about other ways they
might want to use the Em architecture.

• Cognitive-Appraisal Emotions
Cognitive-appraisal emotions, as in the OCC model, are based on appraisals
of events, actions, and objects in the environment. These appraisals tend to
use reasoning and modeling of other agents to determine when to generate
emotions. Though I have pointed out that Em’s default rules are (mostly) not
strict cognitive-appraisal rules, they are still based on many of the ideas from
the OCC cognitive-appraisal model.

• Reflex Emotions

Emotions that are driven directly from sense data are called reflex emotions.
Startle is an example of such an emotion.
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• Episodic Memory-Based Emotions

Memories of past emotional events can recreate the remembered emotion.
For example, remembering the death of a loved one can cause grief. As Tok
has a very limited episodic memory system, I have not incorporated memo-
ry-based emotions into the default set of Em emotion generators.

• Daydream-Based Emotions

Daydreaming about events can lead to emotions. For example, imagining
getting revenge on an enemy or being on vacation are often enough to cause
emotional reactions. Daydreams would have to be created by another part of
the architecture and then passed on to Em where they can be appraised. Be-
cause there is currently no daydreaming module in Tok agents, these kinds of
emotions cannot currently occur. Whether or not new generators would need
to be written will depend upon the structure of the daydreaming system. It
could be that the daydreams are handled by the already existing cognitive-ap-
praisal rules.
Eric Mueller [Mueller90] has done a good deal of work on the relationship
between emotions and daydreaming and this work would provide a good
starting point for extending Tok/Em to handle daydreaming and daydream-
based emotions.

• Sympathetic Emotions
People often have emotions about the emotions of other agents. As I de-
scribed earlier, there are a number of ways that an agent can come to know
what another agent is feeling, such as reasoning and modeling (in which case
these emotions can be viewed as cognitive-appraisal rules) or by perception.
The default system has some sympathetic-emotion rules. One such rule is to
feel happy for a friend who is happy and feel pity for a friend who is sad. The
rule set also includes rules for feeling resentment towards a happy agent who
is disliked and gloating when a disliked agent is sad. Other rules, like being
afraid when another person (friend or not) is angry, can be added by modify-
ing these rules.

• Social Contagion
Being around people who are in a particular mood can be enough to cause a
similar emotional reaction. If everyone around you is happy, you might tend
to be happy, even if you don’t have any other reason to be happy. Some psy-
chology research has been done in this area by Hatfield et al. [Hatfield94].
The default emotion generators do not have any such rules.
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• Body-Feedback Emotions

The state of the body can lead to emotions, such as feeling happier when
smiling. Similarly, general arousal (e.g., an adrenaline rush from physical ex-
ertion) can affect the intensity of emotions. Psychological evidence has
pointed to this being true in humans [Schacter62]. The default Em system
does not currently have any body-feedback rules.

I have included this discussion because I feel that explaining the potential
breadth of the architecture might be useful for artists. For example, when build-
ing Robbery World, I found that I wanted the cashier to be startled when anyone
fired a gun. Instead of trying to force this into a default cognitive-appraisal rule, I
found it fit most easily into the category of reflex emotions. I added a rule and
some other support code (details on how this is done can be found in section 4.5)
and had a new reflex-based emotion. Being able to identify new types of emo-
tions may be more productive than trying to fit all possible emotions into the de-
fault set provided.

3.5 Summary

Here are some of the important issues that have come up in this chapter.

• I described some important decisions about how to build tools to support art-
ists in creating believable emotional agents. In particular, I separated the
emotion architecture from the emotion system, chose to use an explicit emo-
tion system instead of creating a system with emergent emotions, and took a
broad approach to the problem instead of a narrow-and-deep one.

• I developed an emotion architecture, Em, which sits within a broad agent ar-
chitecture and supports the generation of emotion structures. The architec-
ture provides a language, Hap [Loyall93,Loyall96], and a set of inputs which
can be used to determine which emotion structures to generate and when. I
found the Hap language appropriate for the emotion generation language be-
cause it has a number of features that are important for writing emotion gen-
erators, such as a flexible match language, demons, flexible control
structures, the ability to perform internal (mental) actions, and priorities.

• I developed a standard set of emotion generators based on the cognitive emo-
tion model of Ortony, Clore, and Collins [Ortony88]. This set of generators
provides a starting point for artists, who might otherwise find it very difficult



Emotion Generation

72 BELIEVABLE SOCIAL AND EMOTIONAL AGENTS

to create a good emotional agent with only the Hap language and the set of
inputs. Em’s set of default generators creates 24 different emotion types.

• I do not expect that the set of emotion generators I provide will be sufficient
for all artists and have tried to aid the process of extending this set of genera-
tors by discussing possible extensions. The discussion about the various in-
puts and how they could be used and the discussion about other types of
potentially useful emotion-generation rules, like reflex rules and rules based
on episodic memory, should provide important information to artists who
want new emotion generators.

• One of the key ideas I presented is the importance of working within a broad
agent architecture. For instance, a broad architecture is necessary to provide
the various inputs that emotion generators can use; using a narrow architec-
ture limits the reasons for having emotions. Also, I showed how using a
broad architecture can lead to some simpler and more complete models of
certain emotions than the OCC model provides. In particular, I showed how
to use processing in the motivation system and the perception system to help
create emotions which the OCC model explains by using more complex cog-
nitive processes and the modeling of other agents.
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CHAPTER 4 Emotion Storage

Once the emotion generation part of the Em architecture produces a set of emo-
tion structures (see Figures 2-1 and 3-1), they are passed to the parts of the archi-
tecture concerned with storage, combination, and decay. I describe each of these
in this chapter. I also briefly discuss the query interface to the storage system that
allows the behavioral feature system to access the current emotional state. I con-
clude with a description of how to add new emotion types to an emotion system.

4.1 Storage

The emotion generators can produce many emotion structures, often at the same
time. Em provides mechanisms for storing those structures; these mechanisms
have been designed to ease the task of processing the effects that the emotion
structures have on the rest of the architecture. In particular, as I explain in Chap-
ter 5, artists will often want to express emotions at various levels of generality—
more general forms of expression are things like crying and smiling; more spe-
cific forms of expression are things like fighting with a particular agent or recall-
ing a specific emotional event. In order to support both general and specific
forms of emotional expression, the Em architecture stores emotion structures in
an emotion type hierarchy.

4.1.1 The Emotion Type Hierarchy
An emotion type hierarchy is made up of nodes that represent emotion types,
such as anger or distress. Each node can contain emotion structures of that type
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and can also point to other nodes which represent emotion subtypes. For exam-
ple, the distress node might contain an emotion structure that was generated
when the agent was insulted and it might point to a subtype node, such as grief,
that contains an emotion structure that was generated when the agent’s pet wea-
sel died.

Given this structure, I have been able to write query functions that return infor-
mation about emotion structures of a given type and of all of that node’s sub-
types. For instance, it is possible to query the distress node for all emotion
structures that are of type distress; this query will return structures that are sub-
types of distress as well. I have also been able to write queries that return com-
bined intensity data. For instance, it is possible to query the distress node for the
combined intensity of all of the emotion structures of type distress; this query
combines the intensities of any structures stored in the distress node and any
structures in subtype nodes, like grief. How the intensities are combined will be
discussed in the next section.

Being able to get information about all structures of a type and its subtypes is
useful for determining general effects on the rest of the agent. For example, a
general distress reaction might be frowning. Whether the cause is being insulted
or a dead pet weasel, this is a reasonable reaction. Instead of having to query
each possible subtype to determine if there are any distress structures, artists are
able to make a single query to the distress type and get information about all of
the structures in the tree below it.1

Because Em doesn’t store all distress types in a single node, it becomes easier to
express more specific emotional reactions. If the artist wants emotion structures
of type grief to result in more specific responses, like thinking about the loss, it is
possible to tie emotion structures of this subtype to such effects without requir-
ing all distress emotions to produce similar effects.

Here’s an example from one of the simulations: the cashier in Robbery World has
a fear type and a startle type which is a subtype of fear. When the cashier hears a
loud noise, like a gunshot, his emotion generators create a startle structure. Be-
cause startle is a subtype of fear, the normal fear reactions ensue, such as turning
pale and trembling. However, startle can also lead to more specific responses,
like dropping what he’s holding, which I don’t want to happen when he has other

1.  Note that this explanation is a bit simplified since the emotion structures do not directly affect the pro-
cessing of the architecture. They are first mapped through a set of behavioral features that also have various
levels of generality. In the examples give, distress would be mapped to a feature, like sulking, that would di-
rectly cause the frowning. More about behavioral features can be found in Chapter 5.



Storage

BELIEVABLE SOCIAL AND EMOTIONAL AGENTS 75

kinds of fear structures. By separating out this subtype, I can create more appro-
priate emotional reactions.

The default hierarchy provided with Em is shown in Figure 4-1. The top level
node, total, is used mainly to create a single hierarchy, though this isn’t neces-
sary. It could be considered the total level of emotional arousal, but because the
arousal of emotions like joy and distress are so different in how they affect the
architecture, this will typically be an uninteresting value. The second level of the
hierarchy, which contains positive and negative, is used to determine the general
mood of the agent, whether good or bad. This mood level provides a level of gen-
erality even above the standard emotion types, which can greatly simplify the
process of creating emotional effects. I come back to this in section 5.1. The next
level of the hierarchy represents all of the standard OCC emotion types. Each
type can have its own effects on the architecture. At the lowest level are startle,
which both contributes to fear but also has some of its own effects on the archi-
tecture, and frustration which is in a similar relationship with anger.

The typical structure for the emotion type hierarchy is a tree, though it is possible
to have nodes with multiple parents. For example, frustration could be a subtype
of distress and anger if that were deemed useful by the artist. In this case, frus-
tration intensity would increase the intensity of both the distress and anger
nodes.

Artists who create their own generation systems will often need to modify the
standard hierarchy. Taking nodes out of the hierarchy is simple and uninterest-
ing; I show how to add new types of nodes in section 4.5. Although the default
hierarchy is quite shallow, I expect that artistic extensions will tend to make it
deeper instead of wider. Because Ortony, Clore, and Collins have done a reason-
ably good job of covering a large number of emotion types, I expect that most
artists will be more interested in refining one of these general types than creating
a whole new type.

4.1.2 Generative Types vs. Expressive Types
Ortony et al., who introduced the notion of emotion types [Ortony88], defined
them in terms of their antecedents. So, distress emotions are defined as those
caused by appraising an external event to be the cause of the failure or increased
likelihood of failure of a goal that is important to the agent. Subtypes, such as
homesickness, have the same basic cause, but are differentiated by aspects of the
emotion structure, such as the type of goal in question. I call this form of typing
emotions generative typing.
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FIGURE 4-1 Default Em Emotion Type Hierarchy
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The goal in creating a useful storage mechanism, however, was to provide a way
to organize emotion structures to ease the task of expressing emotion structures.
In other words, by the time the architecture gets to storing emotion structures,
how and why they were generated is less important than how they will affect the
agent’s behavior. To this end, emotion types are defined not in terms of how they
are generated, but in terms of their effects. So, a type represents how an emotion
structure can be expressed. I call this form of typing emotions expressive typing.

These two approaches often have similar results. For example, grief is both a
generative subtype of distress and an expressive subtype of distress. It is a gener-
ative subtype because it is generated by the standard distress rule with the dis-
tinction that the goal in question is of a specific type. It is an expressive type
because the general ways of expressing distress (e.g., crying, pouting, moving
slowly) are all appropriate to grief as well, while grief may also have some spe-
cific ways to be expressed.

Generative and expressive typings, however, are not always the same. The rela-
tionship between fear and startle is an example where this effect-based type sys-
tem is different than the OCC antecedent-based type system. According to
antecedent typing, startle wouldn’t be a subtype of fear. Fear is generated when
an important goal is threatened, so antecedent subtypes would, for example, in-
clude fear of specific goals failing. Startle is generated by a reflex rule based on
hearing loud noises, so it is rather different in how it is generated. However, the
general ways in which fear is expressed (e.g., turning pale, focussing attention)
are appropriate to startle, making it an appropriate expressive subtype of fear.

As I stated above, the design of the storage mechanisms for Em was based on the
goal to make expression easiest. This influenced my decision to group emotion
structures by expressive type instead of generative type.

4.2 Combination

When different emotion structures of the same type are stored together, they will
often need to be combined in some manner. For example, say an agent has three
distress structures present; to determine how distressed the agent is, the intensi-
ties of the three structures are combined to come up with a single value.

The Em architecture supports artist-defined combination functions at every level
of the emotion type hierarchy, so the combination rules can be fairly specific,
including options like anger structures combining differently than gratitude
structures. As I mentioned before, I tried to keep choices like this in the hands of
the artist, while still providing useful defaults that produce good behavior in
practice.
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In this section, I will briefly lay out three options for how to combine emotion in-
tensities, including the one that is supplied as the default combination rule. The
default rule is used for combining emotion structures within a type node and for
combining the intensity of nodes within a type and a set of subtypes.

1. Winner-takes-all. If an agent has two distress structures and one grief struc-
ture with intensities 3, 3, and 4, the intensity of the agent’s distress will be 4.
This has the advantage that lots of small emotions don’t suddenly cause the
agent to have a violent emotional reaction. It has a related disadvantage, how-
ever, that a large number of medium-intensity structures will never result in a
strong reaction.

2. Additive. It is possible for intensities to be added together. Distress structures
of intensity 3, 3, and 4 would result in a combined intensity of 10. This has the
advantage that multiple emotions can result in strong reactions. It has the
disadvantage, however, that a few minor incidents can lead to intense
reactions. Since I typically make the scale of intensity run from 0 to 10, it is
possible for 3 medium-low structures (intensities of 3, 3, and 4) to have the
same sort of intensity as the most intense of emotions (intensity of 10).

3. Logarithmic combination. This is the default option in the Em system and
the one used in all of the Tok agents created to date (except the first Oz agent,
Lyotard the cat [Bates92a], which used option #2). In this case, emotions are
added together logarithmically, so to combine intensity I and J would be
computed as log2 (2I + 2J). Combining structures of intensity 3, 3, and 4
results in a combined intensity of 5. The disadvantage of this approach is that
it is a bit more complicated. The advantages are that it allows multiple
emotions to lead to more intense reactions without the reactions getting out of
hand too quickly.

4.3 Decay

The decay process might be quite different from emotion to emotion. Some emo-
tion structures might decay quite slowly, such as anger in characters known for
holding grudges. Some might decay quite quickly, such as startle. In Em, each
emotion structure is provided with its own decay function. In this way, artists can
have control over emotional decay at the individual-emotion level. For example,
if an artist wanted an agent whose anger structures decayed very slowly, they
could create that effect. If the artist wanted only very specific instances of anger
to day slowly (anger of intensity greater than 8, directed at Rick, that is a result
of Rick calling me a “goober”), that can be done as well.
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The default decay function is to lose one level of intensity each tick1 until the in-
tensity drops to 0. The two exceptions are startle emotion structures, which de-
cay by one half of their total intensity each tick, and fear and hope emotions,
which stay at the same intensity until the cause of the fear or hope is removed, at
which point they decay at a rate of 1/tick. For instance, in Robbery World, the
gunman gets scared when the officer arrives on the scene and he stays scared as
long as the officer is threatening to capture him. If the officer wanders off, the
gunman’s fear will subside. (It might be possible for the gunman to infer that if
the officer leaves, he may be going for backup; in this case, the intensity of the
fear would remain high. This particular inference rule does not happen to exist in
the gunman character.)

In earlier versions of the gunman, his fear started to decay immediately after be-
ing generated, which caused him to be almost emotionally neutral after a short
time. This lead to behavior that I found unbelievable.

A similar effect of keeping fear high can be created by using the standard decay
function and letting the emotion generators notice that the emotion intensity is
too low for this given situation and updating it. The advantage to such a set up is
simplicity. It doesn’t require a new decay function and it would be handled auto-
matically by the standard fear-generation rule. However, the disadvantage is that
raising and lowering the fear intensity is not only computationally more expen-
sive (at least in my system), but can also lead to odd behavior.

For instance, let’s say the gunman has a shoot-officer behavior that is trig-
gered when his fear intensity is 7 and turns off when the fear drops below 7. The
behavior begins with the gunman aiming his gun at the officer and then shooting.
If the fear intensity starts at 7, the behavior begins and the gunman aims his gun.
When the emotion decays, the behavior stops. When the fear rises again, the be-
havior will (probably) be started again. This restart may or may not be accom-
plished smoothly. If it is not, he will aim his gun again instead of shooting. By
simply maintaining the fear at level 7, this kind of behavioral problem doesn’t
arise.

The default decay behavior may not be desirable for every agent in every envi-
ronment, which is why the decay mechanism has been designed to allow artists
to develop decay functions that fit their needs.

1.  In the text-based Oz worlds, each character acts in a round-robin order. A tick is a cycle through each
character. In the real-time Oz worlds, emotion structures decay one level of intensity each second.
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4.4 Querying

Em provides a number of emotion query functions that have proven to be useful
for accessing the emotional state. As I will describe in the next chapter, emotion
structures in Em affect the rest of the architecture through an intermediate sys-
tem of behavioral features. This means that I haven’t had to provide general-pur-
pose query functions for use by the rest of the architecture, but I have provided a
set of functions that have proven useful for generating the set of behavioral fea-
tures. In order to make the mapping from emotion structures to behavioral fea-
tures quite flexible, I have made the query interface to the set of emotion
structures reasonably rich.

The query functions that I have built for the emotion type hierarchy can return
the following information:

• The combined intensities of all emotion structures of a given type (all of these
queries return subtype information as well). Example: How happy am I?

• The combined intensities of all emotions of a given type and direction. Exam-
ple: How grateful do I feel towards Tim?
This kind of query only makes sense for directed emotion types. Directed emo-
tion types are those that can be focused at a particular agent or object. The fact
that one can be “angry at” means that it is a directed emotion. Non-directed
emotion types still have causes, just no direction. For example, agents can be
“happy about” but not “happy at.” Some directed emotion structures do not al-
ways have an object they are being directed at, so agents can be angry without
being angry at anyone in particular.
The set of non-directed emotion types in the standard Em system is the follow-
ing: joy, distress, pride, shame, frustration, gratification, remorse, relief, satis-
faction, disappointment, fears-confirmed, frustration, and startle. The directed
emotion types are the following: fear, hope, like, dislike, happy-for, pity, gloat-
ing, resentment, admiration, reproach, anger, and gratitude.

• The combined intensities of all emotions of a given emotion type and cause.
Example: How afraid am I that I will fail the test?

• The combined intensities of all emotions of a given emotion type, direction,
and cause. Example: How angry do I feel towards Ralph for hitting me?

• A list of all directions and intensities associated with a given emotion type. Ex-
ample: Who am I angry at and, for each, how angry?
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• A list of all directions and intensities associated with a given emotion type and
cause. Example: Who am I grateful to for throwing me a party and, for each,
how grateful?

• A list of all causes for a given type. Example: What goals am I currently afraid
are in danger of failing?
For standard-based emotions (pride, shame, admiration, reproach), the “cause”
is a little ambiguous, so there are three different functions, each of which per-
forms a variation on this query.

• A list of standards associated with a given emotion type. Example:
What standards of behavior have I broken that I am currently feeling
ashamed of breaking?

• A list of actions associated with a given emotion type. Example: What
actions have I performed that I am currently feeling proud of?

• A list of actors associated with a given emotion type. Example: Who
am I currently feeling admiration towards?

• A list of emotion types sorted by order of overall intensity.

This set of queries has proven to be rich enough for creating behavioral feature
maps, which is how I have used it. I have used almost all of the queries above for
various agents, so the richness has been important. Also, this set of queries is all
that I needed or wanted when building characters, so it is complete enough to be
useful, at least for the tasks that I have needed it for. It could be that this set
would need to be extended if an approach were taken where behaviors needed to
directly access the emotion structures.

4.5 How to Create a New Emotion Type

Now that I have described emotion generators, emotion storage, and emotion de-
cay, I can describe how to create a new emotion type. The ability to extend the
emotion system is critical to my approach, which is to place as few constraints
on the artist as possible. I expect that artists won’t need to add new emotion
types often, but it is still critical that they be able to when they need to. This sec-
tion will describe how to create a new emotion type and the support that Em pro-
vides for this task.

As an example, I will demonstrate how to add frustration to Em. Clearly, this
isn’t necessary since it’s already in the system. But, for the moment, let’s just
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pretend that it isn’t. In order to understand this process, it is important to know
that emotion structures are objects in an object-oriented system.

Here are the steps that an artist has to go through to create a frustration emotion
type1:

1. The artist needs to define an emotion-structure type to represent frustration.
There is already a generic emotion-structure type in the system, so the artist
simply creates a subtype of that generic structure type and calls it something
like frustration-structure-type.

2. This new type needs to have two methods associated with it: get-emotion-
intensity and decay-emotions. The get-emotion-intensity method takes an
emotion type name (like JOY) as input and returns the intensity of the
emotion structure if that type name is FRUSTRATION; otherwise it returns 0.
The emotion intensity will typically be stored in a slot in the emotion
structure. Decay-emotions, when called, simply decrements the intensity slot
of the structure if it is above 0.

3. Once this new class of emotion structures is created, this type of emotion
needs to be placed in the emotion type hierarchy. The artist places this as a
child of anger, which makes all frustration intensity turn into generic anger
effects on the agent’s behavior. (The artist can also add frustration-specific
effects as I will demonstrate in the next chapter.) The artist creates a new node
for the hierarchy, which is an instance of the emotion-type type and names it
frustration-emotions. This new node is placed in the emotion type hierarchy
as a child of anger and with no children of its own.

4. The last thing the artist needs to do is to create an emotion generator for this
emotion—a Hap demon that fires when an instantiated behavior structure is
placed in the agent’s plan-failures slot. The generation rule creates an emotion
structure of type frustration-structure-type, sets the intensity and cause slots
of the structure to represent the importance of the failed plan and the plan
itself respectively. Then this structure is placed in the frustration node in the
emotion type hierarchy. See Figures 3-3 and 3-2 for this generator.

That’s it. This new emotion type will be generated and stored just like the other
emotion types. It will even immediately affect the agent’s behavior because it
contributes to the effects of anger. It is also now possible to use emotion struc-
tures of this type to generate specific frustration behaviors and other effects on
the architecture.

1.  This description is for adding new emotion types to the non-real-time Em. Adding new structures to the
real-time Em is similar, though some of the details differ.
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4.6 Summary

Here are some of the important issues that have come up in this chapter.

• I presented the Em architectural support for storing, decaying, combining, and
querying an agent’s current set of active emotion structures.

• I introduced an emotion type hierarchy which stores emotions by expressive
type and drew a distinction between expressive and generative emotion types.

• I described the default Em emotion type hierarchy, combination functions, and
decay functions. I also discussed some possible variations on these defaults.

• I described the Em query system used to provide information about the current
emotional structures to the behavioral feature system.

• I explained how to add a new emotion type to an agent’s emotion system in
Em.
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CHAPTER 5 Expressing Emotions

Generating the right emotion structures at the right times is an important step to-
wards creating a believable emotional agent. However, if those emotion struc-
tures just sit in memory and decay, they don’t do much good. Unfortunately,
there is less work in psychology and AI related to computational models of emo-
tional expression as there is work on emotion generation. One such model is Gil-
boa and Ortony’s model of “action responses” which is described in [Elliott92],
but that is less-well developed than the Ortony, Clore and Collins model of emo-
tion generation [Ortony88].

Recall from Chapter 2 that four important lessons to learn from that arts about
emotions are [Thomas81]: (1) emotions (including the expression of emotions)
are critical to creating believable agents, (2) emotions should permeate behavior
(i.e. they should be expressed through facial expression, motion, speech,
thought, etc.), (3) emotional expression should reflect the individual, quirky per-
sonality of the character, and (4) believability is the goal, not realism.

I have no elegant theory for how to do this. I’m not even sure that an elegant the-
ory is appropriate to a task that demands quirky behavior. Instead, I have de-
signed a two-part system for expressing emotions in believable agents that I have
found to be suitable to the artistic nature of this task.

The first part of the system maps the set of emotion structures into a set of behav-
ioral features. For instance, an anger emotion structure might be mapped to an
aggressive behavioral features. As I will describe, the structure of the behavioral
features, the default set of features that I supply, and the default mapping from
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emotion structures to behavioral features are all heavily influenced by the goals
of believability and character-specific expression. For instance, the behavioral
feature system will often choose to exaggerate the expression of certain emotion
structures and not express other structures at all. These techniques are drawn di-
rectly from the arts and are used to create clearer expressions of emotion.

In the second part of the emotional-expression system, the set of features are ex-
pressed by other parts of the agent architecture, such as in the way the agent
speaks and moves. When designing the emotion generation part of Em, I was
able to provide useful defaults because I was able to find a useful set of emotion
types to build upon. For expressing emotions, such defaults are harder to find.
For instance, it would be useful to provide default emotional effects on agents’
behaviors, but I have no set of standard behaviors to build upon. Since I have
found that emotions are expressed in rather different ways from behavior to be-
havior, providing default ways of expressing emotions through behaviors proved
to be an unfruitful approach.

Instead, I have focused on the need of artists to create characters where the ex-
pression of emotions permeates the character. I describe a set of mechanisms for
expressing emotions in believable agents that artists can use when creating spe-
cific characters. In a few cases, where it has been feasible, I have built default ex-
pression rules that the artist can use. For instance, there are default rules for
updating the agent’s facial expression and attitudes about other agents.

5.1 Behavioral Features

When creating emotional agents, I have found that it is useful to have a level of
indirection between the emotion structures and the expression of emotion. I will
describe with this is so in section 5.1.1. To meet this need, Em provides a set of
structures called behavioral features. Figure 5-1 shows where behavioral fea-
tures sit in the larger Em architecture. (This figure is similar to Figure 3-1, with
some detail removed and other details added in order to show the role of the be-
havioral features more clearly.) Basically, there is a behavioral-feature map (or
an emotion-to-feature map) that is written in Hap and that maintain a set of be-
havioral features based on the current set of emotion structures.

The figure also shows inputs to the behavioral feature system from the action
module. Agents can choose to act in a particular way if it suits their needs. For
instance, an agent might act aggressively even though the agent is not angry. The
action system can also create behavioral feature masks, which mask out certain
features. So an agent that would otherwise act aggressively, might suppress that
feature based on input from the action system.
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FIGURE 5-1 Behavioral Features in Em/Tok
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In section 5.1.1, I motivate the choice to have a behavioral features system at all.
Sections 5.1.2 through 5.1.5 are related to creating specific behavioral feature
systems within this framework. Section 5.1.2 provides some practical and artistic
suggestions for choosing a particular set of behavioral features to use; section
5.1.3 includes the default set of features that Em provides; in section 5.1.4, I dis-
cuss what makes a good mapping from emotional structures into the behavioral
features; finally, section 5.1.5 includes the default emotion-to-feature map, some
examples of mapping rules, and the emotion-to-feature map for Melvin from The
Playground.

5.1.1 Motivation for Behavioral Features
It may not be immediately obvious why artists would want a level of indirection
between the emotional structures and the expression of those structures. If the
mappings were simply anger� aggression and joy� cheerful, the behavioral fea-
tures wouldn’t be useful. It turns out, though, that behavioral features provide
artists with the ability to do a number of interesting things with the expression of
emotions.

Here are a number of effects that artist might want to achieve along with an ex-
planation of how to achieve them using behavioral features. Many of these ef-
fects are related to creating characters with personality-specific ways of
expressing emotions. These effects can be achieved by other mechanisms, so I
propose that the reader judge the value of the behavioral feature mechanism ac-
cording to how easily it seems to support encoding these effects.

1. Individual personality. Brad might act aggressively when angry, but Sam
might get quiet and withdrawn. Artists can achieve these different effects by
mapping the anger emotion to different behavioral features in different char-
acters. Brad would map anger to aggressive; Sam would map anger to with-
drawn.

2. Repression of emotions. Nancy might never show her anger, even when
she has a good reason to be angry. If an emotion is mapped to no feature or to
a feature with a much lower intensity, the expression is eliminated or muted,
thereby repressing the emotion.

3. Feigned emotions. Bill might feign anger to get the store manager to give
him a discount. This is accomplished by the action system adding an aggres-
sive feature. Also, the action system can mask out features. For example, in
Robbery World, the gunman is scared when the police show up, but masks
his fear (except for turning pale). The arrows from action to the behavioral
features in Figure 5-1 show these two effects.
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4. Redirected behavior. If Tammy is mad at her boss, she might not act
aggressively towards her boss, but she might go home and take it out on her
pet iguana. This can be achieved by mapping anger to aggressiveness, but
changing the direction slot. In the Woggles, if Wolf (the bully) is angry at
Bear (who is bigger than he is), he will take it out on Shrimp (who is
smaller).

5. Atypical behavior. Some agents might just be atypical—they act happy
when angry and grateful when insulted. The character might be from a differ-
ent culture, or from a different planet, or maybe the artist is trying to achieve
the effect of a mentally unbalanced character.

6. Creating a coherent emotional state. There can be lots of emotional struc-
tures at any one time and trying to express all of them at once would be both
difficult and would produce unwanted results. By mapping the set of emo-
tional structures to features before they affect behavior, a coherent set of fea-
tures can be chosen to express.

7. Mixing emotions. Sometimes an agent will have a few strong emotions that
work together reasonably well. For example, an agent could have bittersweet
feelings towards some event that is both positive and negative. Instead of try-
ing to express joy and distress at the same time, the feature map can recog-
nize these kinds of situations and create a feature to represent the mixed
emotion, which can be expressed in its own unique way.

8. Allowing goals to affect other goals. In languages (like Hap) that don’t
provide many mechanisms for inter-behavior communication, the behavioral
features can provide a crude mechanism for accomplishing such interactions.
This is similar in spirit to Blumberg’s work [Blumberg94] which uses a
blackboard mechanism for inter-goal communication. In Tok, a goal can cre-
ate a feature that is used to affect processing of other goals. I will discuss this
in more detail (relative to social goals taking other goals into account) in Part
II of this thesis.

5.1.2 Choosing a Set of Behavioral Features
The behavioral feature architecture is quite flexible. Artists can have whatever
features they want and those features can have any arbitrary structure. Here are a
number of artistic and practical considerations that I have used in designing the
default structure of features and feature sets for the characters I have built.

Specificity of Emotional Expressions & The Structure of Features
In building agents, I have generally found that the more specific the response to a
situation is, the more believable it is. For instance, instead of just getting bug-
eyed when scared, agents should have specific responses based on the specific
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cause of the fear. Clearly, the type and intensity of the feature should affect how
it is expressed; by also storing directional and causal information in behavioral
features, Em allows artists to create even more specific expressions. That is, the
structure I chose for the behavioral features (i.e. type, intensity, direction, cause)
supports the artistic expression of emotions.

Here are examples of using the cause and direction information to create specific
emotional reactions:

• Specificity based on cause. Imagine Larry is walking down a city street at
night and is confronted by a masked gunman. Larry’s fearful response (indicat-
ed by a defensive feature) might be general, such as sweating, trembling, and
focussing his attention on the gunman. But his response might also be more
specific, such as running away. Running is a particular type of reaction that is
appropriate for some causes of fear but not for others (e.g., fear of failing a
test).

• Specificity based on direction. By keeping directional information with fea-
tures, expression can also be directed at specific agents. Instead of just acting
aggressively, agents can act aggressively towards particular agents. Also, fea-
tures that are directed at different agents can be expressed differently. For in-
stance, aggression towards your boss and aggression towards your dog might
be expressed differently.

What Makes a Good Behavioral Feature?
From a practical standpoint, there are at least two ways to simplify the process of
creating a believable emotional agent by means of the behavioral features. First,
generating some abstract features, like good-mood, bad-mood, and energy can
make expressing emotions through behaviors simpler for the artist. Em requires
artists to build the expression of behavioral features explicitly into the agent’s
behaviors. For instance, if an artist wants to create a character that can play cards
emotionally, the playing cards behavior will need to be written such that the
agent plays differently when different features are present. Furthermore, if an
artist wants to create a character that is broadly expressive (that is, it expresses
emotions through a broad collection of channels), this requires the features to af-
fect much of the agent’s processing.

I have found that many behaviors (or aspects of behaviors) might need to be in-
fluenced only by the presence or absence of, say, a good-mood feature, where
good-mood is generated by the positive emotion structures in the emotion type
hierarchy. This allows for some emotional expression without the need to explic-
itly work a large number of features into every aspect of every behavior. Taking
this approach, though, means that the agent’s expression is not as specific as it
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could be and I just argued in the last section that specificity is a good thing. I
have found, however, that for many instances of expressing emotions in behav-
iors, the loss of specificity is not noticeable, while the decrease in the amount of
work that needs to be done by the artist is.

The second way to simplify the work associated with the behavioral features is
to not use more features than are necessary. As I have noted, each behavioral
feature has to be integrated with the processing of the rest of the agent. Although
there is some architectural support for this integration, the artist still needs to
consider how each goal of the agent should be affected by the current set of
features. By limiting the number of features to those that are really important for
expressing the personality of the agent, this task is simplified. In particular, when
choosing a set of features for a particular character, there is no need to
incorporate all of the features in the default set if they are not appropriate for that
character.

5.1.3 The Standard Behavioral Feature Set
Now that I have discussed some the elements of a good set of features, I will de-
scribe the default set that I provide with Em. Artists are also able to modify and
extend the default set of features arbitrarily. In Table 5-1, I briefly describe each
of the 33 standard features. In section 5.1.5, I will describe how these features
are generated from the agent’s set of emotion structures.

Recall that each features has a type. Features also have an intensity that ranges,
by default, from 0 to 10. For example, an energy feature of 0 means that the
agent is very lethargic; if the feature is 10, the agent is very energetic. For some
features, it also makes sense to have direction and cause information. For in-
stance, an agent can be acting generally unfriendly or singling out a particular
agent to act unfriendly towards. Because the direction is usually another agent, I
have labelled the direction of the features in Figure 5-1, “agent.” If a feature type
in Table 5-1 has nothing in parentheses next to it, that refers to the feature with
the cause and direction being empty. Similarly, if the cause or direction is left out
of the parentheses, that denotes that slot is empty.

The set of features I provide reflects a large number of features that are designed
to express the types of emotions that Em supports (e.g., emotion structures of
type joy are expressed by acting cheerfully). Many other features were created to
support specific agents and domains (e.g., energy has been used by Lyotard the
cat and the Woggles). Others have been added for practicality reasons (e.g.,
good-mood).
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TABLE 5-1 The Default Set of Behavioral Features

Feature Type Description of General Effect on Agent
cheerful the agent acts in a cheerful manner
friendly the agent acts friendly towards everyone
friendly(agent) the agent acts friendly towards another agent
unfriendly the agent acts unfriendly towards everyone
unfriendly(agent) the agent acts unfriendly towards another agent
generous the agent acts generously towards everyone
generous(agent) the agent acts generously towards another

agent
grateful(agent) the agent acts gratefully towards another agent
sulking the agent sulks or acts despondent
withdrawn the agent acts withdrawn
aggressive the agent acts generally aggressive
aggressive(agent) the agent acts aggressively towards another

agent
aggressive(cause) if cause is an active goal, the agent aggres-

sively pursues it; if the cause is a failed goal,
the agent acts aggressively but in a manner
appropriate to the specific goal having failed

aggressive(agent, cause) the agent acts aggressively towards another
agent and for some particular reason (cause)—
if the cause is an active goal, the agent aggres-
sively pursues it; if the cause is a failed goal,
the agent acts aggressively but in a manner
appropriate to the specific goal having failed

defensive the agent acts defensively or fearfully
defensive(agent) the agent acts defensively because of another

agent
defensive(cause) the agent acts defensively towards an active

goal (cause)
defensive(agent, cause) the agent acts defensively towards one of the

agent’s goals (cause) because of another agent
avoid(agent)a the agent prefers to physically avoid another

agent
approach(agent) the agent prefers physical proximity to another

agent
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5.1.4 Choosing a Behavioral Feature Map
Now let’s look at some issues to consider when designing a mapping from emo-
tion structures into behavioral features. I begin by presenting artistic factors to
consider and then discussing some of the options to consider when trying to cre-
ate a coherent set of features to express.

a. Features like avoid and approach may seem similar, in some senses, to goals. Agents can have
demons that create an approach goal based on an approach feature, but this isn’t necessary and
will often be undesirable to interpret the feature so narrowly. These features can also be used in
much more general ways, such as when deciding which agent to ask for help or which agent to
play with. Also, as mentioned above, features can be used as intermediaries between goals. For
example, Melvin has a goal to become friends with the user. This goal creates approach and
friendly features which are used in other behaviors, such as negotiation, to modulate those behav-
iors to reflect the friendship goal.

proud the agent acts proudly
ashamed the agent acts ashamed
gloat(agent) the agent gloats at another agent’s expense
gloat(agent, cause) the agent gloats over a specific event (cause)

at another agent’s expense
console(agent) the agent consoles another agent
console(agent, cause) the agent consoles another agent when other

agent needs consoling because of a cause
congratulatory(agent) the agent acts congratulatory towards another

agent
congratulatory(agent,
cause)

the agent acts congratulatory towards another
agent for a specific cause

contempt(agent) the agent acts with contempt towards another
agent

awe(agent) the agent acts with awe towards another agent
anticipation the agent acts excited/anticipatory
anticipation(cause) the agent acts excited about some goal suc-

ceeding in the future (cause)
anticipation(agent, cause) the agent acts excited that another agent is

going to cause a goal (cause) success
good-mood the agent acts as if in a good mood
bad-mood the agent acts as if in a bad mood
energy the agent acts lethargically/energetically

Feature Type Description of General Effect on Agent
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Artistic Considerations in Behavioral Feature Maps
Artists claim that exaggeration is an important aspect of traditional acting and
animation (e.g., [Thomas81]). By exaggeration, they mean that certain aspects of
the character are emphasized to make them clearer. For instance, an actor on a
stage uses exaggerated movements because they are easier to see from the audi-
ence. More subtle forms of exaggeration are used in movies and television acting
as well. This knowledge can help artists create effective feature maps. The map
should, for instance, exaggerate feature values in artistically appropriate ways.
One simple way to exaggerate the emotional state of the agent is to use a highest-
feature-wins approach to features that are opposites, like good-mood and bad-
mood.

For example, let’s say Melvin has just finished a successful trade with the player
but was also insulted by Sluggo. The trade success leads to a joy structure of in-
tensity 7 and the insult leads to a distress structure of intensity 5. Instead of com-
bining these emotions in a way that mostly cancels both of them out, let the
positive win out and create a good-mood feature of intensity 7. In an artistic
sense, this exaggerates the expression of joy to make it clearer.

Another thing to be learned from other media, like animation [Thomas81], is that
it can be very difficult to express conflicting thoughts or emotions at the same
time. In animation, a common technique is to express one thing and express it
strongly. Again, this is an artistic point because it reflects the need for the charac-
ter to be understood by an audience. I have found a similar problem with ex-
pressing inner conflict in interactive characters. The highest-feature-wins
approach seems to be a rough approximation of the animators’ solution. In the
example above, instead of trying to express the mixed joy-distress state, the dis-
tress is repressed for the sake of clarity of expression.

Creating a Coherent Set of Behavioral Features
One advantage to using a behavioral feature map is that it can be used to create a
more coherent state than the full set of emotion structures provides. For example,
by using the highest-feature-wins approach just described, a number of
conflicting emotion structures are not passed along to the behavioral features;
this means that there is a smaller, more coherent set of features to be expressed
than if there were a simple one-to-one mapping from emotion structures to
behavioral features. Exactly how coherent to make the state, however, is still a
matter of preference.

The option that I have mostly used has been to make the state somewhat coher-
ent, but not completely so. In the default mapping I provide, it is still possible to
have a large number of potentially conflicting behavioral features (such as cheer-
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ful and aggressive) present at any one time.1 This does not have to be the case, as
the mapping could be much more selective in which features are generated.

There are advantages to both approaches. The advantages to allowing conflicting
sets of features are the following:

• It is easier to write and maintain the mapping rules when there are fewer inter-
actions between rules. For instance, the aggressive-feature rule doesn’t have to
be concerned with whether cheerful is also being generated.

• Some emotional effects can take advantage of a diverse set of features. For in-
stance, a sulking agent might want to find a shoulder to cry on. The choice of
who to turn to could be based on a friendly or approach feature. If friendly and
approach were not generated because they conflicted with sulking, this would
be more difficult to achieve.

The advantage to not allowing conflicting sets of features is the artistic one that it
is typically more effective for a character to display one emotion very clearly in-
stead of trying to display inner turmoil. Artists can make agents that are more
clear in their expressions by using the feature map to ensure a completely coher-
ent set of features to express.

Individual artists will have to decide which of these approaches is most appropri-
ate for their characters and style. The default mapping adopts the first approach
of allowing conflicting features. In Melvin, however, I used a hybrid approach
that is mostly based on the first approach of allowing conflicting features, with
some elements of the second approach incorporated, such as not allowing cheer-
ful and withdrawn features simultaneously.

5.1.5 The Default Behavioral Feature Map
I now turn to the default Em mapping from emotion structures to behavioral fea-
tures. Although it will be important for artists to fine tune the emotion-to-feature
map for their particular characters, Em provides a standard mapping to start
from. Many artists may want to throw this out entirely; others may find it just re-
quires some tweaking. Like the emotion generators, the emotion-to-feature map
is written as Hap rules. New rules can be added to the set or old ones can be
modified or removed as desired.

1.  I use “conflicting” to mean features that are somewhat at odds, but not directly opposed. Opposing fea-
tures, like good-mood/bad-mood and approach/avoid should be handled as discussed in the previous sec-
tion.
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Here’s an example. Say that an artist wants an agent to act generally unfriendly
when feeling distressed or angry. Because this is a general unfriendliness, the di-
rection and cause information can be left out. The intensity of the unfriendly fea-
ture is a function of the current intensities of the distress and anger types in the
emotion type hierarchy, such as combining one-third of the distress intensity and
one-half of the anger intensity using the logarithmic combination function de-
scribed in section 4.2. Figure 5-2 provides a pseudo-code description of such a
rule. In these rules, there is an understanding that the intensity of the features is
cut off at 10. I do this by having the values returned by sum_intensities cut off at
10.

I will use a shorthand notation for such rules:
unfriendly := distress/3 + anger/2

The “+” refers to the default logarithmic combination function. So, if the agent is
distressed at intensity 6 and angry at intensity 4, the agent will be generally un-
friendly at intensity log2 (2(6/3) + 2(4/2)) = 3.

In some cases, single shorthand rules are implemented as more than one Hap
rule; in other cases, multiple shorthand rules are implemented as single Hap
rules. So, the shorthand rules are not a perfect representation of the underlying
code, but they nonetheless provide a useful way to describe feature maps without
having to resort to lots of code.

Here’s another example. The default rule for calculating the intensity of the un-
friendly toward another agent a is:

unfriendly(a) :=  dislike(a) + anger(a)/2 + distress/3 +
reproach(a)/3 + resentment(a)/5

This rule takes into account general emotions, like distress, as well as emotions
specific to the agent in question, like dislike. The a’s represent particular agents.
There are also examples where the particular goal is important and this is repre-
sented as a parameter g.
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FIGURE 5-2 Pseudo-Code for Undirected Unfriendly Behavioral Feature

Demon-Name: bf-update-undirected-unfriendly-demon

;; The lefthand side of the rule computes what the
;; current intensity of the general unfriendly feature
;; should be and compares it against the actual current
;; value. If they are different the demon fires.
LHS:
AND(
;; distress_int is the current undirected intensity of
;; all of the agent’s distress emotion structures
;;
 ;; anger_int is the current undirected intensity of
;; all of the agent’s anger emotion structures
 ;;
;; value combines fractions of these two values and
 ;; represents what the intensity of the undirected
;; unfriendly feature should be
distress_int := em_intensity(DISTRESS,nil);
 anger_int := em_intensity(ANGER,nil);
value := sum_intensities(distress_int/3, anger_int/2);

 ;; bf_value is the current value of the unfriendly
;; behavioral feature -- nil indicates the undirected
 ;; version of the feature -- bf_value is 0 if there
;; is no current undirected unfriendly feature
 bf_value := current_feature_value(UNFRIENDLY,nil);

;; value and bf_value are not equal (i.e., the actual
 ;; feature value is not what it should be) -- without
 ;; this test the demon would fire repeatedly
(value != bf_value)
)

;; The righthand side of the rule creates a feature with
;; the new intensity value. If this feature already exists
;; with a different intensity value, it is overwritten.
RHS:
add_feature(UNFRIENDLY,nil,value)
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The format of the directed-unfriendly-feature rule is very similar to the undirect-
ed version shown in Figure 5-2, except that there are additional emotions to take
into account and the emotions and feature are directed towards an agent. Figure
5-3 shows pseudo-code for the directed version of the unfriendly feature. In both
cases, the code creates a demon that computes the correct value of the feature
and compares it to the actual value. When they are not the same, the demon fires
and the feature is updated. Most of the code is to determine what the current val-
ue of the feature should be and to compare it to the current value of the feature.
(Although the feature-generation rules are not long, they are long enough and re-
petitive enough that I have introduced the shorthand above.)

In the text-based version of Em, the implementation of these rules is not ideal as
it requires a number of demons to constantly recompute feature values. A better
implementation would have feature changes that are driven by changes to the in-
tensities of emotion structures or nodes in the emotion type hierarchy. This is
closer to what happens in the real-time version of Em; the matching is done by
an incremental Rete matcher [Forgy82], which automatically optimizes the
matching to limit the needed computations.
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FIGURE 5-3 Pseudo-Code for Directed Unfriendly Behavioral Feature

Demon-Name: bf-update-directed-unfriendly-demon

;; The lefthand side of the rule computes what the current
;; intensity of the unfriendly feature should be towards
;; nearby agents and compares it against the actual current
;; value. If they are different the demon fires.
LHS:
 AND(

;; agent can be bound to any agent nearby (in the same
;; location as) self
agent := know-of-ob(type=agent,relative-location=nearby)

;; emotion values are retrieved -- most are the intensity
;; of emotions directed at the given agent
distress_int := em_intensity(DISTRESS,nil);
anger_int := em_intensity(ANGER,agent);
dislike_int := em_intensity(DISLIKE,agent);
reproach_int := em_intensity(REPROACH,agent);
resentment_int := em_intensity(RESENTMENT,agent);

;; value is set to what the unfriendly feature towards
;; agent should be set to
value := sum_intensities(distress_int/3,anger_int/2,

dislike_int,reproach_int/3,
resentment_int/5);

;; bf_value is the current value of the unfriendly
;; behavioral feature -- agent indicates the version of
;; the feature directed at agent -- bf_value is 0 if
;; there is no current unfriendly feature directed at
;; agent
bf_value := current_feature_value(UNFRIENDLY,agent);

;; if value and bf_value are not equal (i.e. the actual
 ;; feature value is not what it should be) -- without
 ;; this test, the demon fires repeatedly
(value != bf_value)

 )

;; The righthand side of the rule creates a feature with
;; the new intensity value. If this feature already exists
;; with a different intensity value, it is overwritten.
RHS:
add_feature(UNFRIENDLY,agent,value);
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Here is the standard emotion-to-feature map provided with Em. It requires 32
hap rules and roughly 775 lines of hap code. I have developed this mapping from
my experiences creating agents and it has shown itself to be reasonably useful as
a starting point for creating emotionally expressive agents. I have modified the
map for every agent I have built, but I have found it much easier to start with this
map and modify it than to work from scratch. For example, I describe Melvin’s
feature map below, which is scaled down and somewhat modified but required
no new feature map rules.

There is no psychological foundation to this mapping; there are practical and ar-
tistic considerations, however, that I described in section 5.1.2.

cheerful := joy
friendly := joy/2
friendly(a) := like(a)/2 + gratitude(a)/2 + joy/5 +

admiration(a)/3 + happy-for(a)/5

unfriendly := distress/3 + anger/2
unfriendly(a) := dislike(a) + anger(a)/2 + distress/3 +

reproach(a)/3 + resentment(a)/5

generous := joy/2
generous(a) := gratitude(a) + joy/2
grateful(a) := gratitude(a) + joy/2

sulking := distress
withdrawn := distress

aggressive := if (anger>0 AND fear>5)
then anger + fear
else if (anger>0)

then anger
else 0

aggressive(a,g) := if (anger(a,g)>0 AND fear(a,g)>5)
then anger(a,g) + fear(a,g)
else if (anger(a,g)>0)

then anger(a,g)
else 0

aggressive(a) := if (anger(a)>0 AND fear(a)>5)
then anger(a) + fear(a)
else if (anger(a)>0)

then anger(a)
else 0

aggressive(g) := if (anger(g)>0 AND fear(g)>5)
then anger(g) + fear(g)
else if (anger(g)>0)

then anger(g)
else 0
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defensive := fear
defensive(a,g) := fear(a,g)
defensive(a) := fear(a)
defensive(g) := fear(g)

temp-avoid(a) := max (fear(a), dislike(a))
temp-approach(a) := max (hope(a), like(a))
avoid(a) := if temp-avoid(a) > temp-approach(a)

then temp-avoid(a)
else 0

approach(a) := if temp-approach(a) > temp-avoid(a)
then temp-approach(a)
else 0

proud := pride + gratification/2
ashamed := shame + remorse/2

gloat(a) := gloating(a)
gloat(a,g) := gloating(a,g)

console(a) := pity(a)
console(a,g) := pity(a,g)

congratulatory(a) := happy-for(a)
congratulatory(a,g) := happy-for(a,g)

contempt(a) := resentment(a) + reproach(a)
awe(a) := admiration(a)

anticipation := hope
anticipation(a,g) := hope(a,g)
anticipation(g) := hope(g)

;; recall that positive and negative are default nodes
;; in the emotion type hierarchy
good-mood := if (positive > negative)

then positive
else 0

bad-mood := if (negative >= positive)
then negative
else 0

{0 is very lethargic -- 10 is very excited}
energy := 5 + (min(10,(joy + fear + hope + anger

 + pride + frustration)) / 2)
- (min(10,(distress + shame)) / 2)
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For some agents and worlds, the complete feature mapping will not need to be
used in its entirety. By limiting the number of features that an agent has, the artist
can simplify the process of building character-specific ways of expressing the
features. For example, here’s the mapping that is used for Melvin in The Play-
ground. It requires 13 hap rules and 310 lines of hap code. When building
Melvin’s negotiation behavior, for example, I did not have to consider how it
should change based on the presence of a proud feature since Melvin will never
have such a feature. As mentioned previously, features can also be created by
non-Em behaviors. In Melvin, for instance, his behavior for making friends cre-
ates a friendly feature. These do not show up in this mapping, which represents
only the effects of emotions on behavioral features.

sulking := if (distress > joy)
then distress
else 0

withdrawn := if (distress > joy)
then distress
else 0

defensive := fear
defensive(a,g) := fear(a,g)
defensive(a) := fear(a)
defensive(g) := fear(g)

cheerful := joy
generous(a) := gratitude(a) + like(a)

temp-avoid(a) := max (fear(a), dislike(a))
temp-approach(a) := max (hope(a), like(a))
avoid(a) := if (temp-avoid(a) > temp-approach(a))

then temp-avoid(a)
else 0

approach(a) := if (temp-approach(a) > temp-avoid(a))
then temp-approach(a)
else 0

console(a) := pity(a)
congratulatory(a) := happy-for(a)

good mood := if (positive >= negative)
then positive
else 0

bad mood := if (negative > positive)
then negative
else 0

anticipation(a,g) := hope(a,g)
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friendly(a) := max(0, like(a) - dislike(a))
unfriendly(a) := max(0, dislike(a) - like(a))

This mapping does not include the entire set of mapping rules because they
aren’t necessary for Melvin. Also, some of the rules that have been adopted have
been modified to better suit Melvin. For example, the default good-mood and
bad-mood rules favor Melvin being in a good mood, unlike the default rules. De-
spite these differences, Melvin’s emotion-to-features map requires only about 20
lines of new or modified code. The rest is taken from the standard set of feature
mapping rules.

Adding new types of features not in the default mapping is reasonably simple. To
add a new feature, the artist just needs to write a new rule that adds a feature of a
particular type. The Em architecture provides the mechanisms to store and query
all such features. For instance, if I wanted a new behavioral feature of type in-
sulting to be used in Sluggo when he was angry, I would write a new rule (like
the one in Figure 5-3) that creates a feature of type insulting towards whomever
he is angry at; the intensity would probably be some function of his anger to-
wards that agent.

5.2 Emotional Expression in Em

Once the set of features has been computed, they need to affect the agent’s
behavior. As I discussed in the introduction to this chapter, I have tried to take a
cue from traditional arts, where the artists talk about the importance of emotion
permeating the character: how they move, how they act, how they speak, what
their face looks like, what their body stance is, and much more [Thomas81].
Based on these suggestions, I provide artists a large set of mechanisms for
expressing emotions in their characters. As more characters are designed and
interactive drama progresses as a field of art, I believe that artistic techniques for
using mechanisms like the ones I describe will develop, just as they have in other
media.

I argued in section 1.4.2 that using a broad architecture is appropriate for creat-
ing believable agents. The expression of emotions provides additional evidence
for this being a useful approach. In the rest of this section, I will present a broad
set of mechanisms that artists have at their disposal when creating emotionally
expressive agents using Tok. These mechanisms allow artist to create characters
where the emotional expression permeates the character. I will also provide ex-
amples to illustrate the kinds of situations where each of these techniques can or
has been used.
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This section contains five parts, each corresponding to a part of the Tok architec-
ture that the emotional state can affect: the action system, natural language pro-
cessing, the emotion system, the social system, and the body state. Throughout
these sections, it is important to remember that none of the effects described are
hard-coded into the Em system. They are all options available to artists to use as
they see fit. Since the expression of emotions needs to be character-dependent
and I don’t want to stifle to creativity of the artists, my approach is to support a
large number of ways of expressing emotions without forcing any of them.

Since the art of using these mechanisms still needs to develop, it is hard to say
which of these techniques will prove extremely useful and which will be less
useful. In an architecture like Tok, though, I believe that these mechanisms pro-
vide the primary ways of creating the kinds of emotional expression that artist
say are needed.

These ideas come from a variety of sources, including the emotion literature
(e.g., [Elliott92], [Oatley92], [Frijda86]), AI (e.g., [Carbonell79]), the arts (e.g.,
[Thomas81]), and personal experience. The arts suggest that all of these ways of
expressing emotions are important, though they don’t make such suggestions at
the low level of description that I use here. One of the most detailed examina-
tions of emotional expression is given by Gilboa and Ortony in [Elliott92]. They
postulate a set of “action responses” for emotional expression. The set of mecha-
nisms that I describe below allows artists to duplicate all of the Gilboa and
Ortony action responses as well as expand on their list to include a large number
of new ways to express emotions.

5.2.1 The Action System
I break the influence that emotions1 can have on the action system into three
parts: the relationship between emotions and goals, emotions and plans, and
emotions and actions.

In Tok, emotion structures (via the behavioral features) can influence goals in a
number of ways. I have personally found the first two the most useful so far.
1. Emotions can cause the addition of new goals. This is accomplished with de-

mons that match on conditions that are partially or totally emotion based.

1.  As I have described, emotions do not directly have any affect on the action system or any other system.
They act only through the behavioral feature system. In this section, however, I will often refer to emotions
and the emotional state as affecting aspects of the architecture, which is not technically correct. Where I be-
lieve there is the chance of confusion, I will be more specific and refer to the behavioral features.
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Example: Cathy got so mad at Doug that she vowed to get revenge. Or: Cin-
dy was so happy after passing her test that she decided to go out dancing. In
both cases, the agent has a demon that fires in particular emotional states and
creates new goals for the agent to pursue.

One way I used this mechanism was for Sluggo to create a new goal to beat
up another character when he got sufficiently angry at them.

2. Emotions can cause the priority of a goal to rise or fall. The original Hap lan-
guage only allowed static priority values, but I extended the language to al-
low functions as well and wrote three standard priority functions that take the
features defensive(goal) and aggressive(goal) into account when computing
the priority of the goal. The simplest of the three standard functions is a sim-
ple linear function from some low-priority value when the defensive and ag-
gressive features for a goal are 0 to some high-priority value when one (or
both) of the features is 10.
priority(goal) =

low-priority +
((high-priority - low-priority) *

(1/10 * max(defensive(goal), aggressive(goal))))

The other two functions are similar in nature, but are step functions instead
of linear functions, so the artist can have more control over when the priority
increases and by how much.

Example: In Robbery World, the gunman’s goal not to be killed initially has a
lower priority than the gunman’s goal to hold up the convenience store.
When the goal not to be killed is threatened, however, the gunman gets angry
at the officer and fears that he will be killed; these emotion structures are
mapped into aggressive and defensive features; and the features lead to the
goal being reassigned a higher priority. If the priority surpasses the priority
of the goal to hold up the store (which happens when the aggressive or defen-
sive feature is 9 or 10), the gunman will stop holding up the store and defend
himself either aggressively (by shooting at the police officer or taking a hos-
tage) or defensively (by running or giving up).

3. Emotions can make it easier for goals to succeed. Some goals may not have
strict success criteria and emotions may make a goal succeed more easily.
This is accomplished through success-tests.

Example: Paul wrote his essay in a bad mood and it showed, but he really
didn’t care to make it better. In this case, Paul would have a goal to write an
essay and a behavior to achieve that goal that would continue to work on the
essay until the associated success-test for the goal determined the essay was
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of acceptable quality. This test could take Paul’s behavioral features into
account.

4. Emotions can make it harder for goals to succeed. Again, this is mostly for
goals without strict success criteria where emotions can increase the
difficulty of judging the goal successful. This is also accomplished with
success-tests.

Example: Gary really liked Beth and wanted to make the picture he was
painting for her perfect—he was even more obsessive about the tiniest details
than usual. As in #3, Gary would have a goal with a success-test to indicate
when the goal was accomplished that takes behavioral features into account.

5. Emotions can make it easier for goals to fail. One way to accomplish this in
Hap is to make the context conditions of the plans to achieve such a goal sen-
sitive to emotions.

Example: When Nate fell a little behind in school, he got so depressed that he
figured he could never catch up, so he just gave up trying. In Tok, Nate
would have a goal to do well in school and a behavior (or set of behaviors)
for achieving that goal. These behaviors would have context-conditions asso-
ciated with them that would indicate when the behaviors no longer made
sense to use. These context-conditions could take Nate’s behavioral features
into account and be more likely to indicate failure when Nate was distressed.

6. Emotions can make it harder for goals to fail. This can be accomplished by
making the context-conditions of the behaviors for this goal aware of the
emotional state.

Example: Even though it was clear to everyone else that the children had
been killed, their mother refused to accept it and pressed for the investigation
to continue. As in #5, the context-condition for the mother’s behaviors might
be less likely to indicate that a behavior was no longer worth using because
of input from the behavioral features.

7. Emotions can affect the importance of a goal, making its success or failure a
matter of less or more concern to the agent. I have made the importance of a
goal an arbitrary function that can take emotional information about the goal
into account.

Example: The more angry Phil got at Cathy, the more he wanted to get re-
venge. In this case, Phil’s goal to get revenge has an importance based on his
anger towards Cathy. Notice that the greater the importance of the revenge
goal, the more intense his emotional reactions associated with the goal will
be, such as joy when he successfully enacts his revenge.
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Here is a list of ways that emotions can affect behaviors in Hap. I have personal-
ly found the first three the most useful.
1. When choosing a behavior for a particular goal, emotions can influence the

choice. For example, emotions can make some behaviors potential candi-
dates that would otherwise not be chosen, they can make a possible candidate
more likely, they can make a behavior automatically chosen, they can de-
crease the likelihood of a behavior being chosen, and they can make an oth-
erwise potential behavior no longer an option. All of these effects are created
by modifying the preconditions of the behaviors to take emotional informa-
tion into account.

Example: Dan was so mad that he kicked the door open on his way out,
knocking it clean off its hinges. Or: Lilly would normally have gone for the
complicated combination shot, but she was so nervous that she took the sim-
pler straight shot on the 2-ball.

One way that I have used this mechanism is to have Melvin respond to trade
offers differently based on his emotions. For example, if he is happy, he will
trade and be generous. If he is neutral, he will trade, but not be especially
generous. If he is angry or scared, he will not trade at all.

2. Emotions can cause a shift from an ongoing behavior to a different behavior.
The shift is accomplished by having a context-condition on the first behavior
that checks for emotional conditions for failing. When this behavior fails, a
new behavior for the goal can begin. By using the mechanisms described in
#1, which behavior is taken up can also be determined taking the emotional
state into account.

For example: Doug was so upset that he decided to walk home from the par-
ty, but half a mile later he had calmed down enough that he decided to go
back and ask Zeke for a ride.

I use this mechanism in the gunman. He has a number of plans for protecting
himself. One is to take the cashier hostage; another is to give up peacefully.
He will take a hostage if he is not overly scared. If he should become scared
after taking the hostage, he will release the hostage and give up.

3. Emotions can affect the choices about which agent or object to use in a be-
havior when there are multiple possibilities.

Example: Rich’s favorite band, Morp, Morp, Morp, was in town and he was
looking for someone to go with him. He decided to ask Scott instead of John
since he was sill mad at John for breaking a promise. In this case, Rich has a
behavior that would work with any of a number of people and his choice of
which person to use is based on input from his behavioral features.
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I use this mechanism in Melvin to have him prefer to trade with people that
he is feeling friendly towards.

4. Emotions can affect how many times a behavior is attempted before giving
up on it.

Example: When Ted is happy, he’ll practice free-throw shooting all after-
noon. When he’s angry, he gives up after about 10 shots.

Finally, here are some of the ways that emotions can affect actions. I have found
all of these approaches to expressing emotions useful.
1. The style with which an act can be performed can change, so generic acts

like walking across a room can be modified to be stomping, shuffling, or any
of a number of variations on the same action.

I use this mechanism in many of the characters to affect, for instance, how
the character speaks (e.g., angrily, excitedly).

2. Acts can be viewed as simple behaviors in the sense that emotions can affect
them in many of the same ways they affect behaviors, such as affecting ac-
tion choice and persistence in repeating an action.

I use many of these mechanisms in the characters I have created. For in-
stance, when responding to a greeting, Melvin will say, “Greetings” if he’s in
a neutral emotional state, and “Salutations, Vulcan ambassador” if he’s in a
good-mood.

3. Acts can be viewed as simple goals in the sense that emotions can affect
them in many of the same ways that they affect goals, such as adding new ac-
tions and affecting the priority, importance, and success criteria of acts.

I use many of these mechanisms in the characters I have created. For exam-
ple, then Sluggo is angry he will sometimes interrupt what he is doing to
glare at the agent he is angry at.

5.2.2 The Body State
The Em system (for characters in text-based Oz worlds) comes with a standard
set of rules that map the current features into changes in the body appearance
(e.g., tensing), facial expressions (e.g., frowning), and face color (e.g., pale).
These body-state features are modeled as variables that are described to the user
in the text description of the world. For instance, agents have a facial-expression
attribute that can be set to a facial expression. When this value changes, the
change is described to the user.
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As I argued previously, it is often confusing for the user when other characters
express conflicting features concurrently. Because of this I occasionally use the
notion of the current dominant feature to determine expression. The current
dominant feature, for the purposes of these default rules, is the rule with the
highest intensity other than good-mood or bad-mood. However, if no other fea-
ture is above intensity 3 but good-mood or bad-mood is, then good-mood or bad-
mood is the dominant feature. This encourages specific emotional displays when
possible, but chooses a general display over no display of emotions when there is
an appropriate general response. For example, if the agent’s most intense feature
is anger, the agent’s body will tense and the agent will scowl and turn red in the
face.

Table 5-2 describes the defaults I use to map from features to body state.1 These
rules can be added to, modified, or discarded as the artist desires. In fact, as I
have suggested repeatedly, I expect that artists will want to change many of these
rules to create unique, personality-rich characters.

Tok also models simple adrenaline-like effects. Agent have a behavioral feature
denoting how much energy is currently available for things like moving quickly
and lifting heavy objects that is affected by the emotional state.

1.  The body effects described in table 5-2 are modeled by changes in the set of attributes of the agent. In
text-based Oz systems, an agent can take one action per turn but have multiple attribute changes. Unfortu-
nately, the current Oz natural language narration system for text-based worlds makes it difficult to describe
attribute changes with two-part features, such as smiling-at. Because of this, the italicized agent-directed
features in table 5-2 would have to be implemented as actions instead of state changes, which would elimi-
nate the ability to perform another action that turn. I typically modify this mapping and settle for the non-di-
rected version of the feature, which gives the right idea without ruling out other actions. For example,
aggressive(agent) leads to scowling, but not at any particular agent.
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TABLE 5-2 Default Mapping from Behavioral Features to Body State Effects.

5.2.3 Natural Language
Natural language understanding and generation problems are still being studied
for believable agents (see [Loyall96] and [Kantrowitz96]) and I don’t have a lot
to say about this topic. However, because the language understanding and gener-
ation are being done in Hap, I expect many of the same techniques that are used
to affect processing in the action system to apply here.

For example, in section 5.2.1, I discussed a number of ways that emotion can be
expressed through physical action. These same sorts of mechanisms should also
apply to low-level natural-language decisions, like lexical choice. The mecha-
nisms that I described to handle emotional expression in goals and plans should
also apply to higher-level language decisions, like whether to answer in speech
or gestures and whether to speak loudly or softly. In the agents that currently use
language, I use emotions to choose a style of speaking and to choose between
speech and gesture. Since the language generation capabilities of these agents
are currently restricted to templates, however, lexical choice is simulated by

a. *default* means that the agent will look “normal” in this regard.

Dominant Feature Facial Expr. Face Color Body State
Bad-Mood, Sulking, or
Withdrawn

Frowning *default*a *default*

Good-Mood, Cheerful,
Grateful, Gloating or
Friendly

Smiling *default* *default*

Friendly(agent),
grateful(agent) or
gloating(agent)

Smiling-At
(agent)

*default* *default*

Aggressive Scowling Red Tense
Aggressive(agent) Scowling-At

(agent)
Red Tense

Unfriendly Scowling *default* *default*
Unfriendly(agent) Scowling-At

(agent)
*default* *default*

Defensive (intensity <= 5) *default* Pale Tense
Defensive (intensity > 5) Bug-Eyed Pale Trembling
No Features or other *default* *default* *default*
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choosing between a variety of templates that have been written to express emo-
tions through word choice.

For language understanding, emotions can influence, among other things, how
much attention to pay to a particular speaker and how to interpret what they are
saying. I suggest using emotions to affect the priority of language-processing
goals to achieve the former effect. I suggest using emotional influence on infer-
encing to achieve the latter. I have used the former technique to build characters
that ignore other characters when in certain emotional states, which is a simple
version of this idea. I have not used the latter idea at all. Once a deeper Hap-
based language understanding system has been built1, the interactions between
emotion and language understanding will be able to be explored further.

5.2.4 Inferences
Emotions can color the way an agent thinks and reasons. Only limited work on
generic inferencing in Tok agents has been done, with the focus being primarily
on special-purpose inferencing mechanisms required for particular agents in par-
ticular situations. Because of this, results in this area are limited. Nonetheless,
emotions and special-case inferencing have been integrated through the standard
Hap mechanisms in a number of characters.

For example, in Robbery World, the gunman needs to infer how violent and trust-
worthy the police officer is. This is used to determine whether or not to turn him-
self in. If the gunman is angry at the police officer, this will affect his judgements
about the officer, as will things like the fact that the agent is a police officer. This
is accomplished by checking the aggressive feature directed towards the officer
when making this inference.

5.2.5 Emotion Processing
Emotions can affect emotions. For instance, in Em, emotions are often based on
appraisals of things like the likelihood of a goal failing, which are essentially in-
ferences. As just noted, emotions can affect inferences of all kinds, including ap-
praisals related to emotion generation. These inferences can include judgements
about such things as likelihood of goals succeeding or failing and the responsi-
bility for a goal success or failure.

As mentioned in the action section, the importance functions associated with
goals can also take emotional information into account, which will change the
intensities of the emotions based on those goals.

1.  The one I use is based entirely on keyword matching.
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It is also possible to write emotion effects into emotion generators directly and
have emotions directly affect both the types and intensities of emotions being
generated. Furthermore, emotions can be used to affect when and how quickly
emotions decay.

Because emotions are so tightly tied up with the other parts of the architecture,
there will also be many indirect emotional effects. For example, if an emotion
makes some of the agent’s goals more likely to fail, the failure of those goals
may result in new emotions. An artist that uses the standard emotion generation
system provided with Em does not have to do any additional work in cases like
this because the rules the generate emotion structures based on goal failures (and
many other situations) are already in place.

5.2.6 Social Factors Affected by Emotion
There are a wide variety of things that can legitimately fall under the heading of
“social factors.” They include things like what relationships the agent has with
others, what the agent thinks about other agents, and how the agent interacts with
others. I will discuss just a few that are supported by Tok. I have found that being
able to express emotions in social ways is important for creating believable so-
cial agents as well. This will be discussed in greater detail in Part II of the thesis.

• Social Inferences. Social inferences (e.g., inferring that two agents are
friends) are simply inferences about social situations. Social inferences are af-
fected by emotions using the same mechanisms that non-social inferences use.
In Robbery World, the gunman’s inferences about the police officer (such as
how trustworthy he is) are based on the gunman’s emotional state.

• Attitudes about other agents. Attitudes agents have about each other will of-
ten change based on emotions. Example: Wally was always so nice to Glinda
that she eventually came to like him—at least a bit.
In the Tok agents created so far, I have used demons that match on anger and
gratitude in the agent’s current emotion state, and use those to change the like
and dislike attitudes towards those agents. Attitudes have a threshold value as-
sociated with them, which helps determines when emotions will change atti-
tudes and how much. The formula Em uses by default is:

change = max(0, (gratitude-intensity - threshold)/2)

new-like-att-intensity = old-like-att-intensity + change

A similar formula is used for dislike and anger. By default, Em also allows
only one of the like or dislike attitudes to be above 0, whichever is greater.
For instance, agent A has a like attitude for agent B with intensity 7 and thresh-
old 8 (they are old friends). Agent A becomes grateful to Agent B with intensi-
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ty 6. A’s attitude towards B does not change. If the attitude were intensity 2 and
threshold 2 (they were passing acquaintances), then the like attitude would
change to 4 because of the gratitude.
In The Playground, Melvin uses this mechanism to change his attitude towards
the player if the player is mean to him.
Em does not have rules for changing attitude thresholds since most interactive
drama interactions are fairly short. If a story were to extend over a long period
of time, the artist would have to write rules to change attitude thresholds.

• Interpersonal relationships. Dynamic relationships are a very important part
of many stories. One way that relationships change is through emotions. I typi-
cally choose to model relationships as type-value pairs, such as (friend 8),
which indicates close friends. (The value ranges from 0 to 10.) Artists can
write Hap rules to change these structures based on the agent’s emotional state.
There are no default rules for making these changes.
Example: After Jill was elected class president, she became insufferable. Even-
tually even Mary stopped hanging out with her because she was always un-
pleasant to be around. In this case, Jill’s friend Mary will have a structure that
represents her relationship with Jill. This structure is changed when Mary’s at-
titude towards Jill changes from like to dislike, as just discussed. Note that Jill
might still believe that she and Mary are friends since she has her own struc-
ture to represent their relationship.

• Social norms. Agents typically have a certain amount of cultural knowledge
to know how to act appropriately. Emotions can influence such behaviors both
intentionally and unintentionally. Example: Rick was so flustered that he
walked out of the restaurant without paying.
In Tok, behaviors are written to take social norms into account. Emotions mod-
ulate those behaviors using the techniques described in the section on action
above. For instance, Rick’s behavior for paying in a restaurant could be ig-
nored in favor of a more emotionally important behavior with a higher priority,
causing him to walk out of the restaurant without paying.
In The Playground, Sluggo will be very rude and break a number of social con-
ventions if he is feeling aggressive.

• Social roles. What role an agent plays in society should affect how they act.
Emotions can affect what role an agent is playing at any given time and how
they act relative to that role. Example: When Jack finally met the murderer
face-to-face, fourteen years of police training went out the window and he lost
his cool like his partner had never seen before.
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Social roles can be handled in at least two ways with Tok. First, behaviors can
implicitly take the role of the character into account. In this case, the behaviors
need to take emotions into account in the usual ways. For example, if an artist
is creating a police officer character, that character’s behaviors are written
knowing the character’s role and are suitable for a police officer. These behav-
iors are affected by emotion just like any other behavior the agent has would
be.
Second, the role can be explicit. This can be used when an agent plays different
roles depending on the situation, but has the same set of underlying behaviors.
For instance, if the police officer character is not always on the beat, then the
artist might want to write behaviors that change based on whether the character
is on the beat or not. The artist creates an explicit role structure for the agent
that can change over time (e.g., when on the beat or not) and behaviors match
on this structure.
In this explicit case, there are two ways to have emotions and roles interact.
The first is similar to the implicit-role case: build emotions into the behaviors.
The second is to take emotions into account in the rule that determines the
current role(s) the agent is taking on. For example, if the officer were really
angry, he might “forget” that he was a police officer on the beat and not act
according to police procedure. A demon that sets the role structure to the
proper value would be responsible for the agent “forgetting” his role in
emotional circumstances.

• Social goals and behaviors. Emotions can affect social goals and plans in
many of the same ways they affect goals and plans for physical actions. Exam-
ple: Sal was so mad that he vowed to get revenge, but he was a bit too intent on
getting immediate revenge and didn’t think his plan out very well.
Social goals and plans are very much like any other sort of Hap goal or plan,
except that it might often be even more important to make sure that they are
modulated by emotions. The same mechanisms used in other Hap goals and
plans can be used here as well. This topic will be discussed in greater detail in
Part II.

5.3 Summary

In this chapter, I described a two-part mechanism for expressing emotions in be-
lievable agents.

• I motivated and described Em’s behavioral feature system, which provides a
level of indirection between the emotion structures and their effects on the
agent’s processing.
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• I described the default set of behavioral features and the default emotion-to-
feature map that are provided by Em. Both are influenced by the artistic con-
straints of the task. I also showed the emotion-to-feature map used by Melvin
in The Playground to show that I was able to reuse a significant amount of
code while maintaining the ability to create a personality-specific map.

• I described many of the ways that emotions can affect the processing of an
agent. Where possible, I described default mechanisms that can be used by
artists; these include ways of expressing emotions through the body, ways of
changing a character’s attitudes about other characters based on emotions, and
three default functions for modifying goal priorities based on emotion. Where I
couldn’t provide default solutions, I described the architectural capabilities Em
and Tok provides artists for expressing emotions through many of the agent’s
subsystems. This approach provides artists flexibility to create characters with
distinctive personalities where emotional expression permeates the agent’s
behavior.
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CHAPTER 6 Validation

6.1 Emotion Claims

In the previous three chapters, I have described a set of tools, collectively called
Em, that are designed to support artists in the creation of believable emotional
agents. In this chapter I will present evidence that Em is successful in that it does
support the creation of believable emotional agents.

Before showing that Em is effective, it is also important to note the claims I am
not making:
1. Not all believable characters must have emotions. Spock and the Terminator

are examples where emotions are explicitly not appropriate. I claim that
artists will almost always want their characters to seem emotional, but that
this is not necessary for creating successful characters. I base this claim on
work in other media where emotions are an important element of many
quality characters.

2. I do not claim that Em is unique. There may be many other ways of achieving
the effects that Em achieves. I claim only that Em is a way to approach the
problem and that it is sensitive to the true needs of artists in ways that much
existing AI research is not.

3. I do not claim that Em is easy to use or completely flexible. In the descriptions
of the Em architecture, I described a number of design decisions that were
made to increase flexibility (such as user-definable emotion generators, decay
functions, and emotion types) but I do not claim that Em is completely flexi-
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ble. Also, I described the default emotion system provided with the Em archi-
tecture, which is a means of making it easier for agent builders to set up
specific emotion systems. Nonetheless, this is still a difficult task and there are
probably many ways that the task could be further simplified.

4. I do not claim that Em ensures that the agents will be either emotional or be-
lievable. That is up to the artist, the user of the tool.

6.2 Validation of the Em System

In this section I will provide evidence that the Em system makes it practical to
create agents that both appear to be emotional and are believable.

It is important to note that I am showing that Em supports creating characters
that appear to be emotional and are believable. It would be fairly simple to create
characters that just added emotional adverbs with every action (e.g., “Sluggo
spits angrily,” “Sluggo gets in the tree house threateningly,” “Sluggo looks at a
baseball card aggressively”) that might make users judge the characters to be
emotional, but if these adverbs are not controlled, it is likely that the characters
would not be very believable. Also, if characters express emotions that are
inconsistent with their personality or the situation, it is likely that the user’s
suspension of disbelief will be broken, even if the characters seem emotional.
Therefore, it is important to show characters that are both emotional and
believable.

This claim is validated by providing an example of the Em tool being used to
build an agent that users feel is both emotional and believable. I built seven
agents for this thesis, so validating the success of Em became a matter of evalu-
ating at least some of these characters through user studies.

I presented a set of users with two versions of the Playground simulation. One
version is the normal version I have described with Melvin and Sluggo. The oth-
er version has Melvin replaced with an Em-less version of the same character,
named Chuckie. By doing this, I am able to make claims about the role of Em in
creating the appearance of emotionality and believability.

Removing the emotions of a character is not a completely trivial task since the
emotions tend to be very tightly integrated with the rest of the character. In fact, I
couldn’t have run such tests with the gunman in Robbery World because taking
out his emotion system completely breaks him; that is, he will not perform any
actions. Because Melvin is not as emotional a character to begin with and be-
cause the world he inhabits is generally a less emotionally intense one, I was able
to create a version of Melvin without emotions that works reasonably well.
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6.2.1 Methodology
In order to produce well-formed studies, I sought the assistance of Professor Sara
Kiesler of Carnegie Mellon’s department of Social and Decision Sciences. (Of
course, I take responsibility for any flaws in the studies.)

17 users were given introduction and instruction sheets to read. (These sheets are
included in Appendix B.) There are two variations of the system; one includes
Sluggo and Melvin; the other includes Sluggo and Chuckie, who is the same as
Melvin but without an emotion system. Users interacted with each version of the
system for 20 minutes or until a natural conclusion was reached (e.g., Sluggo
beats up the user). I alternated the order in which the two versions of the system
were presented—8 of the 17 users interacted with Chuckie and then Melvin; the
other 9 interacted with Melvin first. After interacting with each system, the user
was asked to fill out the questionnaire in Appendix B. The users were not shown
the questionnaire ahead of time, so they were not aware of the kinds of questions
they would be asked—in particular, they did not know that they were to look for
emotions in the characters.

The biggest problem with the test is that the pool of users is not very diverse. I
advertised around the Carnegie Mellon campus, which almost necessarily pro-
vided a set of users with an above-average education level. Also, because of the
makeup of the CMU student body, 7 of the 17 users are from computer science
or related engineering fields. The age range is 22 to 41. The male-to-female ratio
is 9:8. Because of the bias of the pool of users, it is impossible to make general
claims that all users will respond similarly to our pool. I hope the technical com-
petence and educational level of the users means that they were more critical
than the general population, but that is only speculation.

6.2.2 Results
In this section I will discuss the results I obtained from the study, including the
specific questions I asked, the data I gathered, and some statistical evaluation of
the data.

Emotions
Users felt that Melvin was more emotional than Chuckie. Users were provided a
scale of integers from 1 to 7 (called a Likert scale) where 1 was labelled “unemo-
tional” and 7 was labelled “emotional.” The users were asked to, “circle the
number that indicates your impression of X.” This questions was asked for each
character, where X was the character’s name.

The mean score for Melvin was 4.41. The mean score for Chuckie was 3.35. Al-
so, 9 of the 17 users felt Melvin was more emotional; 6 felt they were evenly
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emotional; 2 felt Chuckie was the more emotional. The fact that 6 felt they were
equally emotional may be a side effect of the fact that Melvin is not an overly
emotional character, so his emotions are not obvious in all interactions.

In order to analyze this data more rigorously, I used a statistical procedure called
a t-test. A t-test is used to make statistical claims about the actual mean of some
population given the results of some sample of the population. For instance, if I
know that the mean of a sample is x, and I choose some statistical significance
that I desire, say 95%, I can determine an interval around x (i.e. [x-y, x+y]) that
contains the actual mean score of the population with confidence of 95%. I can
also find one-sided intervals, which allow me to make claims like, the actual
mean is greater than some value with a given confidence. The t-test is used in
this case because it does not require the standard deviation of the larger popula-
tion to be known; also it is reasonably robust in cases where the distribution is
not normal as long as the sample size is at least 15, the distribution is not signifi-
cantly skewed, and there are no strong outliers. Also, the presence of outliers
means that the claims that I am able to make are not as strong as they otherwise
could be, not that they are wrong [Moore89].

To compare the emotion scores of Melvin and Chuckie, I applied a t-test to the
difference of the scores each user gave Melvin and Chuckie. In other words, for
each user, I determined the difference in emotion scores given to Melvin and
Chuckie. If each user gave them the same scores, then the mean of the distribu-
tion would be 0. This actual sample has mean of 1.06 and standard deviation of
1.95. This data confirms the hypothesis that the mean of the population is greater
than 0 with confidence >98%. In other words, I can show with high probability
that, given this sample, if I were to sample the entire population, Melvin’s mean
score for emotion would be greater than Chuckie’s.

The data for the differences in emotion scores is provided in histogram form in
Figure 6-1.
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FIGURE 6-1 Melvin vs. Chuckie: How emotional? This histogram shows the differences in
how Melvin and Chuckie were scored on a scale from 1 (unemotional) to 7
(emotional). The total number of users was 17. For example, this chart shows
that 2 of the 17 users scored Melvin 2 points higher than Chuckie on the 1-7
scale.
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Believability
As mentioned above, the fact that Melvin is more emotional than Chuckie is im-
portant, but not if it comes at the expense of believability.

To find out how Melvin and Chuckie compared in terms of believability, the us-
ers were asked a number of questions related to believability.

• “How good a character is X?” where X was either “Melvin” or “Chuckie.”
They were given a scale from 1 (awful character) to 7 (great character).

• “Did X have a clearly conveyed personality?” They were given a scale from 1
(not at all) to 7 (very much). One of my goals is to make emotions fit within
(and, hopefully, enhance) the character’s personality. If the emotions make the
character’s personality less clear, I would fail in this goal. For example, it is
possible to imagine a character with randomly generated emotions who
seemed emotional, but whose emotions were inconsistent with other aspects of
the personality, which made the personality of the character less distinct. Be-
cause artists tell us that a clearly defined personality is vital to believability, it
is important that characters’ emotions do not detract from the clarity of their
personalities.

• “Did X do anything to disrupt your ‘suspension of disbelief’?” They were giv-
en a scale from 1 (never) to 7 (all the time). In a good movie, the members of
the audience forget that they are watching a movie because they are caught up
in the story and characters. This is what is meant by the user’s “suspension of
disbelief.”1 If I was able to make Melvin seem more emotional, but his emo-
tions came at the expense of users’ ability to suspend their disbelief, I would
have been unsuccessful.

Let’s evaluate the data for each of these cases.

First, does adding emotion to a character detract from the quality of the charac-
ter? In the study, I found Melvin’s mean quality of character score was 4.94 and
Chuckie’s was 4.29. 10 of 17 users found Melvin to be a better character, 5
thought Melvin and Chuckie were equal in this regard, and only 2 thought
Chuckie was the better character.

To test the statistical significance of these results, I applied a t-test to the values
derived by subtracting Chuckie’s quality of character score from Melvin’s. This
sample has a mean of 0.65 and a standard deviation of 1.80. This means I am

1.  I did not explicitly define this term on the questionnaire. I gave this definition to the few users who were
not familiar with the phrase.
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able to claim that the actual mean is greater than 0 with >90% confidence. If the
outlier at -41 is thrown out, this confidence level jumps to >99%. That is, with
somewhat high confidence, I can claim that users really do find Melvin to be a
better character than Chuckie. Figure 6-2 shows the various values of these dif-
ference scores.

To get an idea of the level of influence emotion has on the quality of character in
the study, I mapped quality of character scores for all three characters (i.e., I in-
cluded scores given for Sluggo in this test) against their emotion scores, as seen
in Figure 6-3. I also performed a linear regression2 and found that the line best
fitting this data has the formula: F(x)=0.33x+3.37. The positive slope of 0.33 in-
dicates a positive correlation between emotion and quality of character. It also
means that for every 3-point increase in the emotion score of a character, the
overall quality of the character increases by roughly 1 point. The coefficient of
correlation in this case is 0.46 on a scale of 0 to 1, indicating that scores for emo-
tion and quality of character have a rather high correlation [Moore89]3.

1.  It is standard statistical practice to throw out data that is clearly skewed if there is a reason for the skew-
ing unrelated to the test in question. In this case, a coding bug led to problems that made Melvin not respond
to the player for a large portion of this interaction.
2.  Linear regression does not assume that the underlying population has any specific distribution (e.g., nor-
mal) [Moore89].
3.  To get an idea for what this value means, a study relating high school and college success of computer
science students at a large midwestern university found that the relationship between math and verbal SAT
scores for these students were correlated with coefficient 0.46 [Moore89].
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FIGURE 6-2 Melvin vs. Chuckie: How good a character? This histogram shows the
differences in how Melvin and Chuckie were scored in terms of quality of
character. The scale ranged from 1 (awful character) to 7 (great character). The
total number of users was 17. For example, this chart shows that 6 of the 17
users scored Melvin 1 point higher than Chuckie on the 1-7 scale.
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FIGURE 6-3 Emotion vs. Quality of Character. This graph shows the relationship between
how users scored the emotional expressiveness of the characters
(1=unemotional; 7=emotional) and how users scored the overall quality of the
character (1=awful character; 7=great character). I have plotted each user’s
score as a point, with larger dots representing multiple users giving the same
values. The line represents a linear regression of the data. The formula
representing the line is F(x)=0.33x+3.37. The slope of the line is positive,
showing that the more emotional the characters seemed, the better they were
as characters. The correlation coefficient is r=0.46 on a scale of 0 to 1.
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The next question is whether adding emotions makes the personality of the char-
acter less clear to the user. The mean score for how clearly Melvin’s personality
was conveyed was 5.59 as compared to Chuckie’s 4.71. 9 of 17 users thought
that Melvin had a more clearly conveyed personality, with 4 each indicating that
Chuckie’s personality was as clear or clearer than Melvin’s.

To test the statistical significance of these results, I applied a t-test to the distribu-
tion derived by subtracting Chuckie’s clarity-of-personality score from Melvin’s,
which has a a mean of 0.88 and a standard deviation of 1.87. I am able to claim
that the actual mean is greater than 0 with confidence >95%. That is, with high
confidence, I can claim that users really do find Melvin to have a more clearly
conveyed personality than Chuckie. Figure 6-4 shows the various values that the
differences in scores takes on for the users.

To get an idea of the level of influence emotion has on the clarity of a character’s
personality in the study, I mapped clarity-of-personality scores for all three char-
acters against their emotion scores as seen in Figure 6-5. I also performed a lin-
ear regression and found that the line best fitting this data has the formula:
F(x)=0.24x+4.32. The positive slope of 0.24 again indicates the positive correla-
tion between emotion and quality of character. The coefficient of correlation in
this case is 0.33 on a scale of 0 to 1, indicating that the linear regression does a
fairly good job of fitting the data1.

The final test is whether adding emotions makes it harder for users to suspend
their disbelief. The mean score for how often Melvin broke the users suspension
of disbelief was 3.12 as compared to Chuckie’s 2.76. 7 of 17 users thought that
Melvin was more likely than Chuckie to break the user’s suspension of disbelief,
with 5 each indicating that Chuckie was just as likely or more likely than Melvin
to disrupt the user’s suspension of disbelief.

These numbers aren’t as promising as the others, since they seem to indicate that
Melvin is more likely to disrupt the user’s disbelief than Chuckie. These num-
bers, however, are much less statistically significant than the others.

1.  To get an idea for what this value means, a study relating high school and college success of computer
science students at a large midwestern university found that the relationship between high school science
grades and overall high school grades scores for these students were correlated with coefficient 0.33
[Moore89].
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FIGURE 6-4 Melvin vs. Chuckie: How clear a personality? This histogram shows the
differences in how Melvin and Chuckie were scored when users were asked,
“Did X have a clearly conveyed personality?” The scale ranged from 1 (not at
all) to 7 (very much). The total number of users was 17. For example, this chart
shows that 2 of the 17 users scored Melvin 1 point higher than Chuckie on the
1-7 scale.
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FIGURE 6-5 Emotion vs. Clarity of Personality. This graph shows the relationship between
how users scored the emotional expression of the characters (1=unemotional;
7=emotional) and how they answered the question “Do you think X had a clearly
conveyed personality?” (1=not at all; 7=very much). I have plotted each user’s
score as a point with larger dots representing multiple users giving the same
values. The line represents a linear regression of the data. The formula
representing the line is F(x)=0.24x+4.32. The slope of the line is positive,
indicating that the more emotional the characters seemed, the more clearly their
personality was conveyed. The correlation coefficient is r=0.33 on a 0 to 1 scale.
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To test the statistical significance of these results, I applied a t-test to the data de-
rived by subtracting Chuckie’s disruption of disbelief score from Melvin’s. This
distribution has a mean of 0.35 and a standard deviation of 2.42. This means I am
only able to claim that the actual mean is greater than 0 with confidence <75%.
That is, I cannot claim with any statistical significance that Chuckie or Melvin is
more likely to disrupt the user’s suspension of disbelief. Figure 6-6 shows the
various values that these differences in values take on for the users.

Comparing the level of influence emotion has on the suspension of disbelief, I
once again find that the results are inconclusive. I mapped the suspension of dis-
belief scores for all three characters against their emotion scores as seen in Fig-
ure 6-7. I also performed a linear regression and found that the line best fitting
this data has the formula: F(x)=0.03x+2.61. The positive slope of 0.03 indicates
a very slight positive correlation between emotion and disrupting the suspension
of disbelief. The coefficient of correlation in this case, however, is 0.03 on a
scale of 0 to 1, indicating that the linear regression does not fit the data at all well
and that there is no strong claim to be made about this relationship.

In conclusion, Em is moderately successful. Even though this was the reasonably
difficult task of showing emotion in an only moderately emotional character, I
was still able to use Em to create the appearance of emotion while increasing the
character’s overall quality and clarity of personality. I also showed that the
presence of emotion did not significantly affect the users’ ability to suspend their
disbelief.
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FIGURE 6-6 Melvin vs. Chuckie: Breaking the suspension of disbelief? This histogram
shows the differences in how Melvin and Chuckie were scored when users were
asked, “Did X ever do anything to disrupt your suspension of disbelief?” The
scale ranged from 1 (never) to 7 (all the time). The total number of users was
17. For example, this chart shows that 2 of the 17 users scored Melvin 2 points
lower than Chuckie on the 1-7 scale.
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FIGURE 6-7 Emotion vs. Ability to Suspend Disbelief. This graph shows the relationship
between how users scored the emotional expression of the characters
(1=unemotional; 7=emotional) and how they answered the question “Did X ever
do anything to disrupt your ‘suspension of disbelief’?” (1=never; 7=all the time).
I have plotted each user’s score as a point, with larger dots representing
multiple users giving the same values. The line represents a linear regression of
the data. The formula representing the line is F(x)=0.03x+2.61. The slope of the
line is positive, showing that the more emotional the characters seemed, the
more likely they were to cause disruptions in the user’s suspension of disbelief.
However, the correlation coefficient is r=0.03 on a scale of 0 to 1, indicating that
the data is almost uncorrelated.
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6.3 Testing the Internals of Em

Although my main concern was to show that Em could be used effectively, I also
wanted to find a way to test the individual parts of the Em system. Starting with
the assumption that Em can be made better, my goal was to identify those parts
of the architecture that needed the most improvement and some ways to improve
them. I decided to examine the gunman because that world and character were
built for the explicit purpose of pushing the emotion technology by providing
emotional situations for the characters to react to.

Methodology
I started off by providing each of three subjects with the Em architecture diagram
in Figure 6-8. I explained, in simplified form, what happens inside the agents
using this diagram: inputs are processed, a set of emotion structures are created
that have a number of fields, these structures are mapped into behavioral features
that have a similar structure, and these features are used to affect the agent’s
behavior.

I then showed each subject three traces from Robbery World with emotion pro-
cessing output included. This output includes what emotion structures and be-
havioral features are present at any given time. (One of these traces is included in
Appendix B.) The subjects were then asked to go through each trace a line at a
time and mention anything they thought about the processing. In particular, they
were asked to consider: are there any emotion structures present that shouldn’t
be? are there any not present that should be? are there any present that are too in-
tense or not intense enough? do the features make sense given the emotional
state? are there features present that shouldn’t be? are there features not present
that should be? are any of the features too intense or not intense enough? and do
the gunman’s action make sense given the behavioral features?

I kept written notes of the comments made by the subjects, although I did not
keep complete records of everything said, which could be a source of bias in the
data. Nonetheless, since the main point of this study is to suggest future work
and not to prove any specific claims, I feel this potential bias is acceptable.

The subjects were chosen on the basis of their backgrounds. I had a subject with
a computer science background (subject #1), one with a writing background
(subject #2), and one with a psychology background (subject #3). I chose these
three areas to try to get a range of expertise and because subjects in these areas
seemed appropriate for evaluating this system.
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Results
Most of the changes that the subjects suggested are simple to make. In some cas-
es, the choices I made were artistic ones that could have been made otherwise,
but that would have made for a different character. For instance, I made the gun-
man aggressive; subjects #1 and #2 said that they would expect more fear than
aggression.

The subjects also provided a number of more interesting insights, some of which
may provide ideas for future research. It is those insights that I list here (in no
particular order).

• Goal-specific emotion generators. Subject #1 suggested that when emotions
are generated because the execute-holdup goal becomes more likely to
fail, those emotions should include high levels of anger and distress but low
levels of fear. This can be accomplished by writing emotion generators that
look at the goal in question when determining how to react to states such as
likely goal failure. This is more flexibility than is provided by the default emo-
tion generation system, but it can be accomplished within the Em architecture.
Emotion generators are fairly simple bits of code (see section 3.3); the only
difficulty would be the coding time required if an agent required a separate
generator (or set of generators) for each of a large number of goals.

• Goal-specific decay. Subjects #1 and #2 both wanted to be able to have faster
decay of emotions related to some goals than others. For instance, subject #1
suggested a fast decay of the anger associated with being insulted, but gradual
decay of the anger associated with being shot at. Since each emotion structure
has its own decay function, this is a simple matter of modifying the code that
decrements the emotional intensity associated with a particular goal.

• Computing Joy and Distress Intensities. The intensity of joy and distress
structures is based on the change in how likely the goal is to succeed or fail.
For instance, if a goal of importance 8 goes from being 50% likely to succeed-
ing to actually having succeeded, the joy will be of intensity 4. Anger, fear,
gratitude, and hope, however, are based on the absolute likelihood of success
and likelihood of failure values, meaning that they will generally be more in-
tense emotions than joy and distress. I chose this approach because I generally
wanted fear and anger to be more intense than distress when they were present.
The subjects, however, found the discrepancies in intensities odd. Possible
variations on how the intensity for joy and distress are computed is an area for
future exploration. Both subjects #1 and #2 raised this issue in a number of
places. Subject #3 did not mention the different intensity levels being unusual.
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FIGURE 6-8 Figure Shown to Subjects in Em Analysis

Emotion Generators

Emotion Structures

Behavioral Feature
Map

Behavioral Features

Inputs from Tok
(Including Em)

Outputs to Tok
(Including Em)

type (anger)
intensity (6/10)

direction (angry at X)
cause (X hit me)

type (aggressive)
intensity (6/10)

direction (agg. at X)
cause (X hit me)
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• Context-Dependent Decay Functions. Subject #1 suggested that after being
shot, the gunman’s emotions about things other than being shot should decay
quickly. This means that the decay function for emotion structures should take
into account the other high intensity emotion structures that are present. The
idea is that high-intensity emotion structures should become most important
while the other structures fade away.
I generally achieve a similar effect either in the emotion-to-feature map, by
mapping low-intensity emotion structures to zero-intensity features when
stronger emotion structures exist, or in the way that I decide which features
should affect behavior, by using the highest intensity features to make most ac-
tion decisions and only relying on lower intensity features that don’t conflict
with the choices made by the high-intensity features. Having these effects be
handled by the decay mechanisms is another possible approach that could be
explored. Em’s decay mechanism is able to achieve these effects; the question
would be whether this approach has specific advantages or disadvantages over
other approaches.
The choice of mechanism will depend, in part, on whether the lower intensity
emotions are still important in terms of overall emotional intensity; if the artist
wants these emotions to increase overall intensity, then the decay mechanism
shouldn’t be used.

• Extending the Distress and Joy Structures. All three subjects mentioned
that the decay of emotions will often need to be based on the environment. For
instance, the gunman’s distress and anger at the officer for disrupting the hold-
up shouldn’t decay while the officer is still around. By default, Em delays the
decay of fear and hope emotion structures until the cause of the emotion struc-
ture is removed. Em does not delay the decay of anger, distress, gratitude, and
joy, partly because the “cause” of the emotion is less well defined. For instance
if an agent is angry because he was hit, the cause of the anger is being hit, but
the emotion intensity should probably be based on the presence of the offend-
ing agent. One approach to this problem is to use the direction information in
the emotion structures to determine if the target of the emotion is still present;
while the target is present, don’t decay. This approach, however, would not
work for joy and distress since they are undirected. A possible solution is that
in the cases where there is an agent responsible for the joy or success—this in-
formation is already determined and used to generate gratitude and anger—this
information could be stored with the joy or distress structure as the “direction”
of the emotion. This direction information could then be used by the decay
functions to delay until the target of the emotion is no longer present. The im-
plementation and evaluation of such a technique is left for future work.
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• Goal-Dependent Feature-Mapping Rules. Subject #2 pointed out that fea-
ture-mapping rules could be made goal dependent. For example, being afraid
that one goal might fail could lead to defensive actions while similar fear of an-
other goal failing might lead to aggressive actions. A related possibility is to
keep the feature-mapping rules general but take importance information into
account, so that fear of more important goals failing might cause different fea-
tures than fear of less important goals failing. It may be, however, that impor-
tance is not enough information and the feature-map has to be fit to each
individual goal. This is not difficult, just potentially time-consuming if there
are many goals to be handled.

• Goal-Based Exclusion in Feature-Mapping Rules. Subject #2 sometimes
wanted the features associated with goals to follow a winner-takes-all rule. In
other words, the gunman should act aggressively or defensively about a partic-
ular goal, but not both. I used both and made different decisions based on
whether one or both was high, so I found the mapping I had worked well. For
instance, when aggressively pursuing the goal not to be killed, the gunman
may try to shoot the police officer; when acting defensively, the gunman may
give up or run away; when both features are present, the gunman will often
take the cashier hostage. An artist that wanted to take a different approach to
mapping emotion structures to behavioral features, such as a winner-takes-all
approach, could modify the current feature-mapping rules to generate only a
single feature based on any goal.

One of the themes in many of these suggestions is the need for various aspects of
emotions (e.g., decay, the emotion-to-feature map) to be context-dependent (e.g.,
what goal is the cause of the emotion, what other emotions are present). This is
not surprising and lends support to the broad approach that I took. While Em
does not provide general solutions to these problems, the fact that Em was built
with breadth in mind means that artists are able to accomplish the effects that the
subjects suggest for particular characters. It may be that more general mecha-
nisms can be created to provide even more support for such tasks; this is left for
future work.

6.4 Summary

Here are some of the important issues that have come up in this chapter.

• I showed that the Em emotion architecture can be a useful tool for creating be-
lievable emotional agents. I had users compare the Melvin character in The
Playground to an Em-less version of the same character, called Chuckie. I
found that Melvin was more emotional than Chuckie. I also found that these
emotions did not come at the expense of the overall quality of character, the
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clarity of the character’s personality, or the users’ ability to suspend his or her
disbelief. In fact, I showed a positive correlation between emotions and both
overall character quality and clarity of personality.

• I asked three subjects to review the processing of the Em system in the gunman
character in Robbery World. I found that most of the things that the subjects
thought should be done differently were in the details of the emotion system. In
other words, the Em architecture is flexible enough to support their suggested
approaches, though the default system I built happens to handle them
differently.
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Part II:

Believable Social Agents
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CHAPTER 7 Believable Social Agents

7.1 Introduction and Overview of the Problem

An important subgoal along the path to interactive drama is the ability to create
believable characters that can interact with each other and with the user. Tradi-
tional artists have been creating social characters for millennia—the goal of this
work is to create social characters that can interact with a character that the artist
can’t control.

Until now, many computer and video games have provided “social” characters
where the extent of the social interaction is fighting of some sort. Others have
provided “social” characters that are not very interactive. For example, the
games use video clips of live actors so the characters can interact with each other
but not with the user or they provide characters that can have very controlled
(e.g., menu-based, point-and-click) interactions with the user.

The goal of this work is to enable artists to create believable interactive
characters that can have much richer social interactions than has previously been
possible.

The approach I have taken is to provide a methodology for building believable
social behaviors for particular characters. The methodology supplies a set of
heuristics for artists to help them create personality-rich social behaviors. The
methodology also proposes a minimalist approach to modeling the other charac-
ters in the environment. I have used this methodology to create effective social
behaviors with a surprisingly small amount of representation.
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In this chapter, I introduce this methodology for creating social behaviors and
discuss some related work. Chapters 8 and 9 are devoted to expanding on and ex-
ploring the methodology through a number of case studies. In Chapter 10, I de-
scribe a user study that provides evidence that this methodology can be used to
create believable social behaviors.

7.2 The Goals

I broke the goal of supporting artists in the creation of social behaviors for be-
lievable agents into three subgoals. The first goal was to design a methodology
for building believable social behaviors. The second goal was to use the method-
ology to create specific instances of some interesting social behaviors, like nego-
tiation and making friends. The third goal was to evaluate the behaviors that had
been created with the methodology.

7.2.1 A Methodology for Building Social Behaviors
The first goal was to develop a methodology for building specific social behav-
iors for specific characters in specific worlds. An artist creating a specific world
should be able to use this methodology to help create the necessary social behav-
iors for the characters in that world. For example, when I built The Playground, I
needed to build two characters that had very distinct personalities that were able
to engage in a set of social behaviors, such as negotiation. I used the methodolo-
gy that I will describe to build those social behaviors. Each character has its own
version of the behavior tailored to fit its specific personality.

Another possible approach that has often been suggested to me is to create “uni-
versal” social behaviors that account for variations of personality within the be-
havior. For instance, I could create a universal negotiation behavior that had a set
of knobs on it that could be set to fit the personality of the character in questions.
I rejected this approach for artistic reasons. Like the problem of creating believ-
able emotions, creating believable social behaviors is inherently an artistic
problem with artistic constraints.

The problem with the universal-behavior approach is that I do not believe that it
is possible to create a behavior that expresses personality in a set of “knobs”
without stifling the artistic creation of quality characters. For instance, imagine
Hamlet, Bugs Bunny, and Captain Kirk negotiating. I believe that any knob-
based social behavior is going to have considerable difficulty expressing such a
diverse set of personalities. After building a number of characters and seeing
how much personality permeates the character’s behavior, I believe this even
more than when I started.
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It might be possible to create a universal behavior that could be a useful starting
point for artists. The universal behavior would exhibit a basic social behavior
that is roughly what the artist wants and the artist would modify the behavior to
really fit the personality of the characters. This might ease the creation of behav-
iors without a loss of artistic freedom. The reason that I did not attempt this ap-
proach is that the set of social behaviors is undefined. In other words, I would
have to create some finite set of universal social behaviors for artists to use and
they would have to confine their characters to that set of behaviors. Because so-
cial behaviors are so varied (for instance, the gunman and cashier in Robbery
World need to know how to hold up a store and be held up respectively) this
would again stifle the artists. By providing a methodology, I provide a tool that
helps artists create whatever social behaviors they need.

The methodology I provide can be looked at as a two-part set of heuristics. The
first part of the methodology is a set of heuristics for incorporating the personali-
ty of the character into the behavior. Users find that characters built using these
heuristics have distinctive personalities and are believable. The second part of
the methodology provides a heuristic for handling the problem of modeling other
agents. The methodology suggests a minimalist approach to the problem of mod-
eling other agents. I have found this approach can lead to surprisingly small rep-
resentational schemes that (according to users) produce believable, robust
behaviors.

The methodology will be introduced in section 7.3, but many of the details of the
methodology and how to use it are presented through case studies in Chapters 8
and 9.

7.2.2 Examples of the Methodology and Social Behaviors
The second goal was to use the methodology I had developed to build several so-
cial behaviors. There were three reasons for doing this. First, I provide artists
with examples of how to use the proposed methodology. Second, implementing a
varied set of behaviors demonstrates that my methodology can be applied fairly
broadly. Third, I was able to ask users to evaluate some of these behaviors to pro-
vide evidence that the methodology can be used for building believable social
behaviors.

In Chapters 8 and 9, I will describe two behaviors in reasonable depth: negotia-
tion and making friends. These behaviors allow me to describe many of the de-
tails of the methodology in more detail and to provide examples of how I use the
methodology. These two behaviors also provide the basis for the user evaluations
that I will describe in the section 7.2.3.
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In addition to these two behaviors, however, I built a number of other behaviors
using my methodology. Describing them each in detail does not provide any-
thing that I cannot provide in the two deeper examples. To give a feel for the
breadth of the methodology, however, I will briefly list them here.

• Holding up a convenience store. This behavior gives some evidence of the
variety of behaviors to which the methodology applies. This behavior is not
unusual for an agent designed for a story system but is not typically the kind of
behavior studied by AI researchers building behavior architectures.
In Robbery World, the gunman knows how to hold up a store and the cashier
knows how to be held up. Traces of this system are provided in Appendix A.

• Giving orders. I have built a number of characters that can give orders. In
Robbery World, the gunman can give simple orders to the cashier (“Gimme all
your money.”) and the officer (“Back off or I’ll shoot the hostage.”). In Office
Politics, Mary and Sarah can order Gus to perform certain tasks, like fixing the
copier or e-mail server. In The Playground, Sluggo can order the player to do
various things, like get out of the tree house or give Sluggo a baseball card.

• Following orders. If agents are able to give orders, other agents need to be
able to follow orders. In Robbery World, the cashier can follow the gunman’s
commands. Also, the gunman recognizes many of the commands of the officer,
but typically chooses to ignore them. If he gives up, though, he needs to follow
the officer’s orders more closely. In Office Politics, Gus needs to know when to
follow orders and when not to. He’ll always obey his boss, Mary, he’ll never
obey Sarah, who he doesn’t like, and he’ll obey the player when the player has
a deadline to meet.

• Asking for help. This behavior, like negotiation, has received some attention
from the AI community [Cesta93]. The AI approach to this problem is typical-
ly concerned with creating agents that ask for help intelligently. My approach
is to incorporate personality and make the behavior believable even if it isn’t
especially competent. In Office Politics, Sarah can ask other characters for help
with her task of fixing the copier. She can also call in favors if she has previ-
ously agreed to help the player fix the e-mail server.

• Insulting. Both Sluggo and the gunman are able to insult other characters. this
behavior is interesting in that it can either be a behavior unto itself or it can be
incorporated into other behaviors. For instance, Sluggo can simply insult the
player (“You’re a dork.”) or he can insult the player as part of another behavior,
like negotiation (“What’ll you give me for Mays, dork?”).
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• Threatening. Sluggo and the gunman are able to threaten other characters. For
instance, Sluggo will threaten to beat up a character who is annoying him. The
gunman will threaten to shoot the cashier if the officer doesn’t let him escape.

• Deceit. In Office Politics, Sarah engages in a simple form of deceit. If the play-
er asks her for help fixing the e-mail server, she will agree to help but will not
ever fix the server. She need to be able to make the offer as well as remember
that she has made the offer in order to handle future interactions with the play-
er appropriately.

7.2.3 Evaluating the Methodology
The final goal for this work was to provide evidence that the methodology I had
developed could be used to create social behaviors that users felt were believ-
able. Chapter 10 will describe the user study that I ran to evaluate the social be-
haviors of the characters in The Playground simulation. In particular, I evaluate
the negotiation behaviors of Melvin and Sluggo as well as Melvin’s behavior of
making friends with the user.

7.3 Methodology for Building Social Behaviors

The goal of the methodology is to provide artists with a set of heuristics that will
help them create specific instances of social behaviors for specific characters in
specific environments. For instance, in Chapter 8, I will demonstrate how I used
the methodology to build negotiation behaviors for two specific characters in a
particular world. I don’t claim that this methodology is the only way to build be-
lievable social behaviors. I will try to show over the next three chapters, howev-
er, that it is an effective approach that has enabled me to create behaviors that
users have found to be believable.

In this section, I will briefly introduce the main ideas in the methodology. Then,
over the next two chapters, I will use a number of case studies to flesh out the
methodology in much more depth and show how I used it to create a number of
rather different kinds of social behaviors. The methodology has two parts. The
first part is concerned with how to incorporate personality into social behaviors;
the second part is concerned with how to model other characters.

7.3.1 Creating Personality-Rich Social Behaviors
In order to build believable social behaviors, the artist will need to do more than
just build “working” behaviors. Very often, the point of the behavior is not that it
achieves a specific goal, but how the goal is pursued. This is very different from
the kind of thinking that goes on in traditional AI. AI has traditionally been
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aimed at building programs that solve problems, such as playing chess, diagnos-
ing diseases, or scheduling machines in a factory. A believable social character
may be able to do these things, but may not be able to do them well. For instance,
a bumbling doctor that mixes up patients’ charts and often misdiagnoses their
ailments may be the artist’s desired character.

One reason I built the playground simulation was to help make this point. The
two characters, Melvin and Sluggo, are kids with distinct personalities. Melvin is
a nerd who wants to make friends. Sluggo is a bully who is as happy to fight as to
talk and who isn’t particularly intelligent. One of the user’s main activities on the
playground is to negotiate with Melvin and Sluggo to try to get a Willie Mays
baseball card. Both Melvin and Sluggo will negotiate and I have gone to great
lengths to make sure they stay in character while they do so. Whether or not
Melvin becomes your friend or Sluggo gets better cards isn’t really important as
long as they act believably. For some sample traces of Melvin and Sluggo nego-
tiating, see Appendix A.

Even Sarah in Office Politics, who comes across as having a fairly bland person-
ality, was specifically designed that way. Sarah’s role in Office Politics is to trick
the player so that the player fails to get the e-mail server fixed in time. As the vil-
lain in the story, I wanted her to seem fairly innocuous until the time that the
player realized the darker side to her. In this world, I designed the character with
the larger story experience in mind and chose to create a bland personality.

Characters, unlike most AI programs, have personalities. Artists need to take the
character’s personality into account when building social behaviors. Knowing
how to do this, however, is not easy. Even in traditional, non-interactive artistic
media, artists have no definite, provable method for accomplishing this. There is
no reason to expect that it will be any easier, or less artistic, in this new medium.

The methodology I propose is to incorporate a specific set of aspects of personal-
ity into each behavior. This makes the problem of adding personality to social
behaviors more concrete. I recommend the following personality issues be con-
sidered for each behavior: personality quirks, competence, emotions, relation-
ships, attitudes, norms, roles, other goals of the agent, and robustness. I will
briefly describe each of the items in the list. How each element of the list is in-
corporated into social behaviors will differ from behavior to behavior. I will dis-
cuss techniques for integrating these various aspects of personality into social
behaviors in the next two chapters. I will also use the case studies to provide ad-
ditional motivation for why I adopted this particular approach.

This list may not be complete, but, according to users, the behaviors created with
these elements of personality incorporated have proven to be effective.
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Personality quirks. Artists (e.g., [Jones89]) often talk about the importance of
quirks for bringing a character to life. The fact that Bugs Bunny says, “What’s up
doc?” in his distinctive Brooklyn accent is part of his personality and his success
as a character. In The Playground, Melvin is a trekkie and if he is going to stay
“in character” this element of his personality needs to come through even when
he is engaging in social behaviors, like negotiation.

Competence. In traditional AI, this is the focus of most work—making the
agent more competent, more intelligent, better able to perform tasks. In believ-
able agents research, competence is just one issue to be considered. The goal is
no longer strictly greater competence but creating the right level of competence
for each agent. For instance, Melvin and Sluggo should have different levels of
competence when negotiating, with Sluggo being less competent since that fits
his personality.

Emotions. Agents have emotions based on all sorts of things and these emotions
should be displayed through social behaviors. If a character is sad for reasons
that don’t have anything to do with the social behavior in question, that behavior
still needs to reflect that emotional state. In addition, agents must have appropri-
ate emotions based on the outcome of their social interactions. For example,
Sluggo should get angry if a trade doesn’t go his way.

Relationships and Attitudes. Agents that engage in social behaviors will often
need to modify those behaviors based on their attitudes and on their relationships
with the other characters with whom they are interacting. If a character is inter-
acting socially with their friend (friendship is a relationship), they will often
want to act differently than if the other character were their enemy. Similarly, in-
teractions with trusted agents (trust is an attitude) will often need to be different
from those with untrusted agents. Although relationships and attitudes are differ-
ent, I will typically discuss them together as I have found that they are often sim-
ilar in the ways they relate to social behaviors.

Social constraints on behavior (or social norms). Social behaviors need to
incorporate what is and is not socially acceptable behavior. This is not to say that
agents cannot act unacceptably, but that the agent builder should make such deci-
sions based on the agent and behavior in question. Social norms are especially
important in social interactions because they account for social phenomena like
politeness.

Social roles. The role that an agent plays in society can affect any number of be-
haviors, but mainly affects those behaviors particular to that role. Roles are often
occupations, like police officer or waitress. Dyer [Dyer83] shows that thinking of
characters in terms of the roles they are playing is an effective way to understand
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stories. This implies that social role can be important to consider when generat-
ing stories as well.

Other Goals. An agent will often have other goals active simultaneously that
will affect how a social behavior unfolds. For instance, if an agent is trying si-
multaneously to negotiate with an agent and to become that agent’s friend, the
negotiation will likely be modified based on the friendship goal.

Robustness. Robustness is important for a large class of behaviors, including
non-social behaviors. Robustness for believable agents means never doing any-
thing to break the user’s suspension of disbelief. This means that even when so-
cial interactions don’t go smoothly, the agent needs to be able to recover. This
notion of robustness is different from that used in other areas of AI, such as ro-
botics. In robotics, robustness is typically a measure of competence in a variety
of situations as opposed to a measure of believability in a variety of situations.

7.3.2 How to Model Other Characters
One of the difficulties in creating social behaviors is the problem of representing
other characters. For instance, how much does one character need to know about
the goal, beliefs, relationships, internal processing, capabilities, etc. of other
agents in order to interact with them?

The question of representation (typically related to modeling the physical world)
is one that has perplexed the AI community for years [Hayes94]. Deliberative
approaches (e.g., [Newell76, Fikes72]) have tended to rely on representation as
an important part of being able to solve difficult problems. Behavior-based ap-
proaches (e.g. [Brooks91]) have pointed out that relying on good models of the
world can be dangerous given how hard it is to create and maintain such models
in complex worlds.

I believe that there is an important and useful middle ground between the two
camps.

I sympathize with the behavior-based warnings of the difficulty of doing repre-
sentation well (e.g., [Brooks91]); on the other hand, I don’t see how to solve
some complex social problems without some representation. Robots may be able
to navigate without representations because they can sense the objects around
them; many aspects of the social world, though cannot be sensed, like whether
Tom likes me or whether Sue and Jeff are friends. In some cases there will be
physical cues of such social phenomena (like facial expressions), but recogniz-
ing them may be hard and they will probably not be continuously presented
(which means remembering them, which requires some sort of representation).
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Some researchers have created social agents without using any representations,
such as Mataric [Mataric92], Wavish [Wavish92], and Hickman and Shiels
[Hickman91]. In all of these cases, the behaviors are (socially) much simpler
than artists will often want and none of them incorporate believability. For in-
stance, Mataric’s robots can flock and gather food with other agents, but they are
really just co-existing instead of directly socially interacting. They also have no
sense of relationships to each other or any kind of personality. These issues were
not important in her work, so she was able to avoid representation. I have found
in my work that I was unable to avoid it entirely, but could still restrict its use.

The big question becomes, how can artists allow for representation without fall-
ing into the trap of being unable to control the representations they create? I sug-
gest the following approach:

1. Start with no representation.
2. Begin building the character and the character’s social behaviors.
3. If necessary, add the simplest representations that seem sufficient

for the world, character, and behavior in question.

By following this technique, the behaviors tend to end up with small, manage-
able representations that are enough to enable the task at hand without commit-
ting to representations that are unnecessarily complex. It turns out that often
surprisingly small representations can produce complex, robust, social behav-
iors. When more complex representations are called for, they are used—they are
just not forced on the artist by default.

As I mentioned above, I chose not to use a general, default system for modeling
other agents in the world because I wasn’t sure such a system would be both fast
enough and robust enough to handle complex, dynamic environments. An addi-
tional danger of such an approach is that if the default system is not extremely
flexible, it could stifle the artist’s freedom. For instance, a common assumption
in AI work is that agents are rational; this assumption is unacceptable for believ-
able agents. Similarly, the automated approach chosen would have to support
many sorts of idiosyncratic reasoning to suit various characters. No AI system
currently supports this level of flexibility and I believe that it would be difficult
to create such a system. I will argue, however, that powerful, general systems are
not necessary because many believable social behaviors can be built with very
simple forms of representation and reasoning.

This and many of the other claims and arguments in this section will be expand-
ed on in the case studies provided in Chapters 8 and 9. The case studies will also
allow me to focus on some techniques for creating social behaviors that rely only
on small amounts of representation.
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7.4 Related Work

This work has drawn heavily from a number of other AI areas. In this section, I
will discuss three main sources of inspiration and ideas: Distributed AI, behav-
ior-based AI, and story-based AI.

7.4.1 Distributed AI
Distributed AI (DAI) is concerned with getting agents to either (1) work together
with other agents to solve some common problem, or (2) solve an individual
problem in an environment with other agents that are also solving problems
[Lesser95]. In both cases the main goal of the agent is to solve a problem or at-
tain a goal. The agents are engineered to be rational and optimal in solving their
problems and when dealing with the other agents.

These are hard problems. They are not, however, the problems that are important
to solve for creating interactive art and entertainment. Characters will typically
not be optimal or rational; how they act is more important than whether or not
they achieve any goals. This emphasis on personality over task-achievement is
critical to understanding this work.

This difference in emphasis, however, doesn’t mean that artists have nothing to
learn from DAI. When designing a behavior (like negotiation) it is useful to
know how a more competent agent would do it. For instance, I used Katia Sy-
cara’s PERSUADER [Sycara88] program as a source of inspiration when de-
signing Melvin and Sluggo. Although I wasn’t interested in emulating her
system, I benefitted from the analysis she had done in order to create her system.
For a simple example, the fact that the characters will respond to a rejected offer
by trying to talk you into it was inspired directly from a similar feature in PER-
SUADER. For more complex characters, I expect her analysis of negotiation
would have been of even greater use.

DAI might also suggest what kinds of representations artists should use when
representations are called for. Although I have not borrowed representations
from DAI systems for the agents I have built, there has been a lot of work on
knowledge representation for multi-agent domains that some artists might find
useful (e.g., [Huber95], [Rao95], [Vidal95], [Mor95]). I expect this will be true
especially if the agent needs to be highly competent at some social task.

7.4.2 Behavior-Based AI
My work towards creating believable social behaviors has also been influenced
by work in behavior-based AI.
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I chose the behavior-based Hap language [Loyall96] as a substrate not only for
physical behaviors, but for social behaviors as well. I found the combination of
goal-directed behavior and reactivity to be well-suited to social domains.1

Brooks’s behavior-based methodology of rejecting representation [Brooks91]
also played a large role in helping define my approach to representation in social
behaviors. I am sympathetic to the warnings about trying to use rich representa-
tions in complex and dynamic environments. I have found that, for speed and ro-
bustness, avoiding unnecessary representations is a useful approach in the
behaviors I have built.

Maja Mataric has looked at building behavior-based social behaviors, such as
flocking and group food gathering [Mataric92]. The success of her work with
simple robots was encouraging, but she is working on a problem that is very dif-
ferent from mine in a number of ways. She is mostly interested in creating work-
ing robots that display simple, recognizable group behaviors like following and
flocking. She is not working on the creation of agents with personality and emo-
tion that engage each other in more complex behaviors like negotiation and mak-
ing friends—the complexity in her work comes largely from the fact that she is
working with real robots.

Hickman and Shiels [Hickman91] have also built behavior-based social agents
that build television sets in a simulated world. They have taken a reasonably typ-
ical DAI task and shown that it can be accomplished by a set of agents without
any representation. My goals are different in that I want more direct interaction
between the agents (their agents have no communication; they are just working
on a joint task) and more believability. To create believable agents, artists need to
consider things like the relationships between the agents since this is important
for telling stories—it is not important for building home appliances.

I have found that a nihilist approach to representation is not appropriate for cre-
ating believable agents. I have also found that a minimalist approach which al-
lows some representation is better suited to the goal of building believable
agents that can engage in a variety of social behaviors.

7.4.3 Story-Based AI
Meehan’s TALESPIN, Lebowitz’s UNIVERSE, and Dyer’s BORIS are the three
examples of story-based AI that are most relevant to my work.

1.  Bryan Loyall is also using Hap to control real-time, believable text generation [Loyall96].
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TALESPIN tells simple, fable-like stories about simple characters with different
personalities and goals, where the characters interact with each other
[Meehan76]. These stories are created by the simulation of a set of characters in
a simulated world over time. These stories, however, are not interactive, so the
behaviors do not need to be robust enough to endure interactions with real users,
just other author-defined agents. The behaviors Meehan creates could, however,
be used as starting points for creating interactive, believable behaviors.

TALESPIN is also different from my work in that the personalities of the agents
are simpler than what I want to allow artists to create. The TALESPIN agents
only have about six different types of goals and seven different attitudes/relation-
ships with other agents. Because the agents also have a finite set of types of inter-
actions they can engage in, Meehan is able to create universal social behaviors of
the type I discussed in section 7.2.1. The methodology-based approach that I
have taken is rather different in that, by keeping the artist deeply involved in the
creative process, it allows for more distinctive personalities and a greater variety
of social interactions. The TALESPIN framework could never tell a story about
Yosemite Sam holding up a bank.

Lebowitz’s work on UNIVERSE [Lebowitz84, Lebowitz85], which generates
non-interactive soap-opera plots, is also relevant in some respects. The UNI-
VERSE characters have 4-dimensional relationships. Those dimensions are the
following: positive/negative, intimate/distant, dominant/submissive, and attract-
edness. The first three are from Schank and Abelson [Schank77], based on the
work of Wish [Wish76]. Lebowitz added the last because he found it necessary
for his task.

Perhaps the most interesting part of the four-dimensional theory is that Lebowitz
found that three isn’t enough. As artists try to create new characters with
different relationships, I don’t want to stifle them by forcing them within some
limited model of relationships or attitudes. This is why I allow artists to define
the relationships of their characters on a case-by-case basis instead of relying on
standardized relationship models. For instance, imagine Ralph Kramden and
Norton from The Honeymooners. Try to fit their relationship into Lebowitz’s
four dimensional space. You might be able to do it, but not without losing much
of the richness (and quirkiness) of their interactions that make the relationship so
interesting.

The work of Meehan and Lebowitz is relevant because they have previously con-
sidered such problems as modeling other agents, creating agents that are suitable
characters for stories, and creating agents that have relationships and attitudes
about other agents. An important feature of the methodology that I am proposing
is that it does not have a built-in methods for modeling other characters, so the



Summary

BELIEVABLE SOCIAL AND EMOTIONAL AGENTS 153

specific schemes used by Meehan and Lebowitz cannot be directly adopted into
my work. Artists, will, however, need to use representations for building specific
characters and behaviors and I expect that the approaches of Meehan and Leb-
owitz to be useful in some of these cases.

Dyer’s BORIS [Dyer83] is not a story-generation system, but a story-under-
standing system. Because of this, his goals are rather different from mine, but
many of the aspects of stories and characters that his system needs to understand,
my methodology should be able to create. In particular, I did not find any artists
that suggested the importance of creating characters that have social roles;
BORIS, however, has mechanisms for understanding stories about characters
playing particular social roles. This suggested that my methodology needs to be
able to create characters that can play particular social roles. I suspect that the
fact that I did not find social roles stressed by artists is not because social roles
aren’t important in stories (cop shows are examples where characters play social
roles) but because artists create roles for characters without even thinking about
it. Artists can use implicit knowledge but a computer cannot, which is why it
took an AI researcher to point out the importance of social roles in believable
characters.

7.5 Summary

Here are some of the important issues that have come up in this chapter.

• I introduced the goal of this half of the thesis: enabling artists to create believ-
able social behaviors beyond the limited forms of interaction currently avail-
able in computer and video games.

• I broke up the task into three parts: the development of a methodology that art-
ists can follow to help them create believable social behaviors, the implemen-
tation of a set of believable social behaviors, and the evaluation of the
behaviors built with the methodology.

• I provided an overview of other relevant work in Distributed AI, behavior-
based AI, and story-based AI.

• I introduced a two-part methodology for building believable social behaviors.
The first part of the methodology is a heuristic check-list to help artists create
social behaviors that express the personality of the character. The second part
of the methodology is a heuristic for using minimal amounts of representation
of other agents. In Chapters 8 and 9, I will expand on the methodology through
two case studies. In particular, I will discuss some techniques for integrating
aspects of personality into social behaviors and creating behaviors that rely on
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minimal amounts of representation of other agents. I will also use various be-
haviors to further motivate my methodology and compare it to other possible
approaches. In Chapter 10, I will describe user studies that have shown that be-
haviors built following this methodology can be believable.
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CHAPTER 8 Understanding the Methodology I:
Negotiation

The previous chapter introduced a methodology for creating believable social
behaviors. In this chapter and the next, I use two case studies to more fully ex-
plain the methodology.

Recall that the methodology has two parts: a list of ways to incorporate personal-
ity into social behaviors and an approach to creating behaviors that use only min-
imal amounts of representation of other agents. In this chapter, I will examine
both aspects of the methodology. I will describe the elements of personality in
more depth, present some specific solutions for adding them to negotiation, and
suggest some general lessons about how to use the methodology effectively. I
will also provide examples of negotiation behaviors that use very small amounts
of representation. In Chapter 10, I will provide evidence from users that the ne-
gotiation behaviors described in this chapter are believable.

Although the main focus of the next two chapters is to provide a deeper under-
standing of the methodology and how to apply it, I will also describe a number of
interesting technical issues that arise when implementing believable social be-
haviors. For instance, in this chapter I describe the problem of creating transi-
tions between behaviors; I had to address this problem so that an agent I was
building could politely break off negotiations.

Before I describe how I created believable negotiating agents, I will start with a
description of why I chose negotiation and then provide some traces of the
agents that I will discuss for the remainder of the chapter.



Understanding the Methodology I: Negotiation

156 BELIEVABLE SOCIAL AND EMOTIONAL AGENTS

8.1 Motivation for Building Negotiation

The decisions as to what behaviors to build were not made lightly. Negotiation
was chosen, in large part, as a comparison to other AI work on negotiating
agents. My hope was that by choosing a behavior that is already studied by the
field, the differences in goals will become more obvious. Traditional approaches
(e.g., [Sycara88]) aim at competent behaviors. My goal is to create believable
behavior, so such issues of personality as incorporating personality quirks and
deciding how competent to make the agent are new problems.

Also, negotiation is often considered to be a problem where modeling the other
parties of the negotiation is considered important, if not necessary. For example,
Sycara’s system [Sycara88] uses structured models of the goals and the goal pro-
cessing of other agents. To create a highly competent negotiation behavior, this
modeling is, in fact, useful and important. Such modeling, I claim, is not always
necessary or important for believable agents. By choosing a behavior that seems
to need a lot of modeling, I hope to demonstrate this claim most clearly.

Finally, negotiation seems to be an extremely useful behavior. In its most simple
forms it happens all the time. (“I’ll make dinner if you do the dishes.”) And even
its more complex forms are relatively common. The goal of this chapter is to fur-
ther explore the methodology for building social behaviors in general; because it
focuses on negotiation, however, the examples that I provide may prove to be
particularly useful to artists who want to create believable negotiation behaviors.

8.2 Traces of Negotiating Believable Agents

In this chapter, I will describe how I created negotiation behaviors for two spe-
cific characters, Melvin and Sluggo from The Playground. I will begin with trac-
es of Melvin and Sluggo negotiating with the user. Following my methodology, I
tried to give Melvin and Sluggo distinctive personalities that come across during
negotiations. I will describe user studies in Chapter 10 that provide evidence that
I was reasonably successful. Figure 8-1 provides a brief trace of the user negoti-
ating with Melvin; Figure 8-2 provides a brief trace of the user negotiating with
Sluggo. Both traces have been lightly edited for readability (not content). Addi-
tional (unedited) traces are available in Appendix A.
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FIGURE 8-1 A Trace of a Negotiation with Melvin

You go into the sand box.
Melvin is now smiling.
Melvin says, ‘‘Salutations! The Klingon high command has
sent me in search of baseball cards.’’.

PLAYER> Melvin: What cards do the Klingons want?

Melvin says, ‘‘Are there any cards we (the Klingon high
command and I) can offer you in return for Babe Ruth?’’.

PLAYER> Melvin: Give me everything you have for Ruth.

Melvin says, ‘‘The Klingon Emperor wants to know if you
would be willing to part with Babe Ruth for Reggie Jack-
son?’’.

PLAYER> Melvin: No way.

Melvin says, ‘‘I wouldn’t be hasty if I were you. Reggie
Jackson for Babe Ruth is a trade any Ferengi would be
proud of.’’.
PLAYER> Melvin: How about Ruth for Jackson and Mantle?

Melvin is speaking mechanically to you.
Melvin says, ‘‘We are borg. We will assimilate Babe
Ruth and Ted Williams. You may assimilate Reggie Jackson
and Mickey Mantle. We are borg.’’.

PLAYER> Melvin: Oh, OK. It’s a deal.
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FIGURE 8-2 A Trace of a Negotiation with Sluggo

You go in the tree house
Sluggo says, ``Wanna trade Catfish Hunter for Babe
Ruth?’’.

PLAYER> Sluggo: No way. Do you want to trade Mays for
Ruth?

Sluggo says, ``I’ll swap you Jose Canseco for Babe
Ruth.  Deal?’’.

PLAYER> Sluggo: No deal. I want Mays, get it?

Sluggo says, ``Sorry, bub, but Willie Mays is way bet-
ter than any of your cards.’’.

PLAYER> Sluggo: How about Ted Williams and Hank Aaron
for Mays and Hunter?

Sluggo is now red.
Sluggo is now scowling.
Sluggo is now tense.
Sluggo says, ``You think you’re cool with your fancy
trades?  No deal, dweeb!’’.

PLAYER> Sluggo: Hey, lighten up.  I’ll do Ruth for
Canseco, okay?

Sluggo says, ``Get out of here before I pound you, tw-
erp!’’.

PLAYER> Sluggo: You don’t scare me, you big jerk!

Sluggo says, ``Prepare to be pounded!’’.
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It is important to note that the natural language generation and understanding are
both quite shallow in these agents, despite the appearances of the traces. The lan-
guage understanding system matches on conjuncts and disjuncts of keywords.
For instance, in the interaction with Melvin, the sentence, “What cards do the
Klingons want?” is turned into a list of two symbols. The first symbol, gener-
al-trade-request, is created based solely on the existence of the words
“want” and “cards.” It represents that the speech seems to be a general request to
trade cards. The second symbol, trek, is created based on the existence of the
word “Klingons” and represents the fact that the speaker is simply using Star
Trek terminology.

The language generation system is based on templates. For instance, Melvin has
a set of templates for presenting counter-offers, like “We are Borg. We will as-
similate <list-of-cards>. You may assimilate <list-of-cards>. We are Borg,”
“Captain Kirk would never settle for less than <list-of-cards> for <list-of-
cards>,” and “I can’t accept less than <list-of-cards> for <list-of-cards>.” All of
these were written specifically to fit Melvin’s artistically defined personality; this
is just one of the ways that I suggest for incorporating personality into a charac-
ter’s behaviors. Creating a variety of templates for each response leads to less re-
peated text. Also, I will demonstrate how I built Melvin to express his
personality be choosing between templates based on elements of his character,
like his emotions and relationships.

Loyall [Loyall96] is currently developing a more sophisticated language genera-
tor, which I expect will make the characters more believable than I was able to
achieve using templates. Templates, however, allowed me to study social behav-
iors without first having to solve the language generation problem.

8.3 Creating a Behavior with Personality

This is the first of two sections describing how to create a specific social behav-
ior for two distinct characters using my proposed methodology. In this section, I
will show how to make a social behavior reflect various aspects of the charac-
ter’s personality. In the next section, 8.4, I will discuss how to model other
agents for the purpose of negotiating with them and show that small amounts of
representation can go a long way.

If an artist wants to create a social behavior that expresses the personality of a
character, my methodology suggests that the artist focus on the following aspects
of the character: personality quirks, competence, emotion, attitudes and relation-
ships, roles, norms, robustness, and other goals the agent has. Many of these as-
pects of personality (e.g., robustness and personality quirks) will be important in
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non-social behaviors as well, while some (e.g., relationships) are more specific to
social interactions. In this section, I will show how I incorporated each of these
aspects of Melvin and Sluggo into their negotiation behaviors. I hope to provide
a better understanding of the problems that are involved and to suggest some
ways to solve them.

It is important to remember as I describe the various ways that an agent’s person-
ality can affect their behavior that I am talking about very specific personalities.
Each of the decisions to be made about how to incorporate personality must be
made separately for each character that is created. For instance, I am not making
general claims about how, say, emotions affect negotiation—I am describing
techniques for creating social behaviors that express a specific character’s emo-
tions in a way that is consistent with that character’s distinct personality.

8.3.1 Competence
Although it is no more important than the other issues of personality, I have
found that when building social behaviors, starting with competence is generally
useful (perhaps this is my AI background seeping in and most artists will not
want to start with competence).

In creating negotiation for Melvin and Sluggo, I first performed a general, but
rather shallow, analysis of negotiation and used that, along with my knowledge
of the personalities of Melvin and Sluggo, to determine roughly what their nego-
tiation behaviors should be like. I didn’t try to analyze the behavior too deeply
because I knew that I wasn’t going to build agents that were supposed to take
part in complex labor negotiations (like Sycara’s agents [Sycara88]). I was more
interested in simpler agents that used simple forms of everyday negotiation.

I began by trying to understand some of the dimensions of complexity negotia-
tion can take on. I came up with three that I found to be useful: the number of
agents involved, the objects of the negotiation, and the types of offers that can be
made and understood.

• Number of agents involved. One dimension of complexity is the number of
agents involved. The simplest is two and it can grow without bound. Some
multi-agent negotiations can be created out of two-agent negotiations, but not
all—a three-way circular trade requires the agent to negotiate with two other
agents simultaneously. One step up in complexity from simple two-agent
trades is to put together links of two agent negotiations. Another step is to be
able to carry on true multi-agent negotiations with either set numbers of agents
(e.g., 3) or arbitrarily many agents.
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• Objects of negotiation. Another dimension of complexity is the type of thing
being negotiated for. In my simulated worlds where sensing is easy and reli-
able, negotiating for visible objects is simpler than having to model the other
agent’s possessions or asking about unsensed items the other agent is willing to
trade. Other types of negotiation behaviors might be for services, knowledge,
relationships, or other abstractions.

• Types of offers made and understood. A third dimension of complexity is
the types of offers that the agent can make and understand. For example, an
agent might be able to respond to offers from other agents but not be able to
make offers. Another source of variation is whether the offers offered/under-
stood include partial offers (e.g., ‘‘What will you give me for X?’’ or ‘‘What do
you want for Y?’’) or full offers (e.g., ‘‘Would you give me Y for X?’’). The fi-
nal variation is in the number of items in the offers, whether it is only single
items (e.g., “I’ll give you X for Y.”) or multiple items (e.g., “I’ll give you X for
Y and Z.”).

When designing negotiation for Melvin and Sluggo, my first step was to decide
where along these dimensions the behavior should fall. Interactions with agents
that have complicated behaviors can be more interesting, but there is no need to
create more complexity than is necessary for the environment in question and the
personality of the agent.

Along the dimension of whom to negotiate with, I decided that interactions with
single other users was appropriate for both characters. More complex negotia-
tions might make them seem too mature and might be more confusing than inter-
esting for the user.

Along the dimension of objects to negotiate for, I decided the agents should be
able to trade baseball cards. Also, the characters are able to see what cards the
other agents are holding.

Finally, I decided that Melvin should be able to offer and respond to single and
multi-card full offers (e.g., ‘‘I’ll give you Ruth for Mays.’’) and partial offers
(e.g., ‘‘What do you want for Aaron and Jackson?’’), but that Sluggo’s intelli-
gence should only allow him to offer and respond to one-for-one full offers or
single card partial offers. Note that Sluggo’s behavior is somewhat less compe-
tent than Melvin’s. The competence of the behavior is just a way of expressing
Sluggo’s personality, which I feel comes across better through a less competent
behavior. In traditional AI, more competence has been the goal; for artists, com-
petence is a means to expressing personality and this may sometimes be
achieved by low levels of competence.



Understanding the Methodology I: Negotiation

162 BELIEVABLE SOCIAL AND EMOTIONAL AGENTS

At this point, I began to code the two behaviors. Because the two characters have
somewhat similar levels of competence (both are children capable of trading for
baseball cards), I was able to share approximately 80% of the code between the
two characters, with the other code accounting for Melvin’s behaviors to respond
to and offer multi-card trades. Once other aspects of personality are incorporat-
ed, the amount of shared code drops to roughly 50%. I expect this code transfer-
ral rate to be even lower when creating characters for different worlds because
Melvin and Sluggo’s behaviors are built with similar assumptions about their
physical world and the types of objects (baseball cards) for which they negotiate.
For instance, their negotiation behaviors assume that they can see all of the pos-
sessions that the other agent has to offer, which is not true in many domains.

Before coding behaviors, I find it useful to address competence and any other
major constraints placed on the behavior by the character’s personality. Once I
address these issues and build a simple, working behavior, I add the other ele-
ments of personality in greater detail. This tends to take considerably more time
than the initial coding as this is where the difficult problems arises—the behavior
itself is usually quite simple, but making it personality-rich is difficult. Other art-
ists may or may not find this to be a reasonable approach; like any complex pro-
gramming task, there are many ways to proceed based on the style and
preferences of the programmer.

The basic negotiation behavior I built is diagrammed in Figure 8-3. Despite the
appearance of the diagram, the behavior is not very complex. The bold modules
are starting points for the behavior: either the agent decides to offer a trade to an-
other agent, another agent offers a partial trade (i.e., What do you want for X? or
What will you give me for Y?), or another agent offers a full trade (i.e., I’ll trade
you X for Y.). The dashed modules are end-states; the behavior either fails or
ends in the trading of cards, which was also built but not included in the diagram.

Here’s an example. An agent offers Melvin a Catfish Hunter card for Melvin’s
Babe Ruth card, which starts in the bottom-right-hand corner of the diagram.
Melvin decides that the offer is not acceptable, and then decides that there is a
possible counter-offer he can make, Babe Ruth for Mickey Mantle, and he sug-
gests it. From here, the behavior goes to the “Get Response” module which han-
dles responses from the other character. If the other character says no, Melvin
will try to talk the character into making the trade. If he is successful, the trade
goes through.
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FIGURE 8-3 Outline of Negotiation Behavior

Because it is not necessary to convey my main points, I do not include the full
negotiation code (or pseudo-code) here, but an example will be useful. Figure 8-
4 provides pseudo-code for responding to a full offer, which is part of the larger
negotiation behavior. This is a somewhat simplified version of the original code
since there is no consideration of making counter-offers to unacceptable trades.
Throughout this section, I will show how to add various aspects of the charac-
ters’ personalities to this behavior fragment.
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FIGURE 8-4 Pseudo-Code for Melvin and Sluggo Responding to Offers

;; Top-level demon that fires when an agent offers
;; a full trade. A full trade includes cards offered
;; as well as cards requested. A partial trade only
;; includes one part of the offer and is handled by
;; a separate behavior.
Demon:

Name: respond-to-trade-offer
Input: Actor (actor),

offered-cards (o-cards),
requested-cards (r-cards)

Precondition: full trade has been offered by actor
Code:

react-to-offer(actor, o-cards, r-cards)

;; When respond-to-trade-offer demon calls react-to-
;; offer, there are a number of behaviors that might
;; be used. The first is an accept behavior. value is
;; an agent-specific function to evaluate a set of
;; baseball cards.
Behavior:

Name: react-to-offer
Input: actor, o-cards, r-cards
Precondition: [Melvin]

value(r-cards) <= value(o-cards)
Precondition: [Sluggo]

(and (value(r-cards) < value(o-cards))
(length(r-cards) < 2)
(length(o-cards) < 2))

Specificity: 10
Code:

speak-to(actor, “I accept.”)
trade-cards(actor, o-cards, r-cards)

;; This is another possible react-to-offer behavior
;; the agent uses when the offer is unacceptable.
Behavior:

Name: react-to-offer
Input: actor, o-cards, r-cards
Precondition: t
Specificity: 0
Code:

speak-to(actor, “No thanks.”)
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This behavior fragment begins with a demon that waits for other agents to make
full offers (e.g., “I’ll give you Mays for Ruth.”). When such an offer is made, a
sub-behavior is initiated to respond to the offer. How the agent responds will
eventually depend on many things, but for now the response is made based on
the appraisals of the cards offered and, in Sluggo’s case, the number of cards of-
fered. The first react-to-offer behavior has a higher specificity value than the sec-
ond, which means that it will be preferred if its precondition is true. If its
precondition is not true, the second behavior is used. Even in this simple exam-
ple, Melvin and Sluggo differ. Sluggo will automatically reject offers that are too
complex and Melvin is generous enough to make trades where he comes out
even.

8.3.2 Robustness
The idea of robustness is that agents need to stay in character even when events
don’t go as expected. (Recall from Chapter 7 that I have adopted a somewhat un-
usual definition for robust.) More specifically, Melvin and Sluggo need to be ro-
bust enough that they don’t get out of character or do anything to break the user’s
suspension of disbelief, even when negotiations don’t go smoothly. For instance,
Melvin and Sluggo need to be robust in that they have to be ready for the user to
wander away at any time or make offers unrelated to what had gone before.

The Hap language provides support for robustness in social behaviors in the
same way it does for robustness in non-social behaviors, i.e. by means of demons
and reactive annotations to goals and behaviors such as preconditions, success-
tests, and context-conditions. All of these are described briefly in Chapter 1 and
in [Loyall93]. Using these mechanisms, the artist needs to organize the behaviors
to provide robustness in ways that fit the personalities of the characters. For in-
stance, if the player makes a deal with a character, collects a card, and then wan-
ders off without finishing the deal, the characters need to react—and they need to
react in a personality-specific way. For instance, Melvin will shout, “Come back
here you Romulan fiend” and then give chase.

Two Ways to Create More Robust Behaviors
I have found that two important ways to organize behaviors to be robust are: be-
ing prepared and being prepared for not being prepared. By being prepared, I
mean to try to foresee as many contingencies as possible. Traditional AI agents
that interact with other AI agents know ahead of time what kinds of things might
be said to them since some protocol for interaction can be set beforehand. When
interacting with a human, this cannot be done, so the agents should be prepared
for a much larger range of possible statements and questions. By being prepared
for not being prepared, I mean that it is typically impossible to foresee all possi-
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ble contingencies, so behaviors have to be written to handle unexpected situa-
tions without appearing unreasonably confused.

Being Prepared. One way to be robust is to build the behavior with as many
contingencies as possible. For example, after offering a trade, the behavior must
be ready for as many kinds of responses as possible. The responses Melvin and
Sluggo recognize are the following: yes, no, a counter-offer, handing over a card
in the offer (assumes a ‘‘yes’’), a new full offer, both kinds of partial offers (e.g.,
“What do you want for X?” and “What’ll you give me for Y?”), and offers that
cannot be made based on who currently owns what cards. By including as many
responses as possible, I made the behavior more robust.

The react-to-offer behavior presented above (Figure 8-4) will produce
unreasonable behavior when the offer made is not possible based on who has
what cards. For example, if the player offers Willie Mays to Melvin for Melvin’s
Babe Ruth, but Melvin doesn’t have a Babe Ruth card, Melvin might still accept
the offer if he appraises the trade to be in his favor. This is fixed by adding a new
respond-to-offer behavior with a higher specificity that checks this case. The
higher specificity means that if another behavior also has a true precondition, this
new behavior will still be the one to execute. Figure  8-5 provides a pseudo-code
example of this fix.

Being Ready for the Unexpected. Another way to provide robustness is to pro-
vide general responses for situations that fall outside of the domain of the behav-
ior. Believable agents cannot possibly be ready for every situation, but they
shouldn’t seem confused at inappropriate times either.

When Melvin makes an offer and the user does something unexpected, Melvin
will wait or maybe whistle. Maybe the user is looking over Melvin’s cards or just
mistyped a command. In these cases, Melvin’s generic actions may be reason-
able and allow the behavior to get back on track when the user is ready. If the
user has ended the negotiation and begun a new behavior, Melvin will whistle
briefly then begin a new behavior. This means Melvin doesn’t get stuck waiting
on a response that never comes, but the behavior is also not so brittle that it falls
apart when small interruptions occur.
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FIGURE 8-5 Pseudo-Code for a More Robust Negotiation Behavior

;; When respond-to-trade-offer demon calls react-to-
;; offer, there are a number of behaviors that might
;; be used. The first is an accept behavior. value is
;; an agent-specific function to evaluate a set of
;; baseball cards. These behaviors are for Melvin.
Behavior:

Name: react-to-offer
Input: actor, o-cards, r-cards
Precondition: value(r-cards) <= value(o-cards)
Specificity: 0
Code:

speak-to(actor, “I accept.”)
trade-cards(actor, o-cards, r-cards)

;; This is another possible react-to-offer behavior
;; the agent uses when the offer is unacceptable.
Behavior:

Name: react-to-offer
Input: actor, o-cards, r-cards
Precondition: value(r-cards) > value(o-cards)
Specificity: 0
Code:

speak-to(actor, “No thanks.”)
trade-cards(actor, o-cards, r-cards)

;; ** New behavior **
;; Used when the agent has made an impossible offer
;; Takes precedence over other behaviors because of
;; higher specificity value
Behavior:

Name: react-to-offer
Input: actor, o-cards, r-cards
Precondition: (or (actor doesn’t have o-cards)

(self doesn’t have r-cards))
Specificity: 10
Code:

speak-to(actor, “That isn’t possible.”)
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A similar kind of situation arises in language processing. Melvin and Sluggo are
programmed to respond to a few statements and requests, but the user could po-
tentially talk about anything. In these situations, the characters need to have a
reasonable, but generic response. For example, here’s one response Sluggo can
give:

PLAYER> Say to Sluggo: How about them Steelers?
Sluggo says to you: ‘‘Hey dork, shut up until I tell
you to talk.’’.

In this case, Sluggo has no idea what the player has said, but instead of breaking
the suspension of disbelief, I am able to turn Sluggo’s response into an outlet for
his personality. This is similar in spirit to Weizenbaum’s Eliza program
[Weizenbaum66] except that artists need to invent new, personality-specific
“tricks.” Eliza’s therapist role made it possible to turn everything the user said
into a question. Sluggo uses a different approach suitable to his personality.

Note that the language interactions are similar to Eliza when the characters do
not understand what has been said, but that they are somewhat deeper in other
cases. Essentially, Eliza never knew what was being said and always had to re-
sort to “trick” answers. My characters are designed to handle certain situations
and need to resort to these “tricks” when they get away from these areas and
need to stay in character to be robust.

8.3.3 Social Norms
Incorporating social norms into behaviors means getting agents to act within nor-
mal social boundaries. This means both doing some things and not doing others.
Both are hard problems.

An example of not doing something is that Sluggo should not go to sleep in the
middle of a negotiation even if he’s tired. In some cases social norms can be bro-
ken effectively; Sluggo getting angry and resorting to violence can be considered
such an effective breach of etiquette.

An example of doing something to keep within social norms is Melvin apologiz-
ing to the player when he needs to break off a negotiation because Sluggo is
coming his way.

Let’s look at these two examples in a bit more depth.

Creating agents that don’t do things when they aren’t supposed to
Artists need to make sure that their agents don’t do anything in an inappropriate
context. An example is that agents can’t just lie down and go to sleep when they
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get tired. They could be at a party, on the phone, or performing a death-defying
high wire act at the time. Behaviors, like get-some-sleep, must only be used in
certain situations, such as when in bed. If the agent isn’t in bed when it gets tired,
it must initiate other behaviors to get to its bed.

So far, I have found the basic Hap mechanisms of preconditions, goal priorities,
plan specificities, context-conditions, and success-tests to be capable of solving
these kinds of issues. The lesson here is simply to code the behavior to make sure
the context is appropriate.

Creating agents that do extra things to meet social obligations
This problem turns out to be a bit harder. Here’s an example: Melvin is in the
middle of a trade with the player when Sluggo decides he wants to get in on the
trading. Melvin is afraid of Sluggo, so his high priority goal to avoid people he is
scared of kicks in. Now, the normal approach to such a problem is that the higher
priority goal takes over and Melvin just walks away in the middle of the conver-
sation. For some agents this might be acceptable, but I want Melvin to be polite
and to say something like, “Sorry, but I’ve got to take off now. Why don’t we fin-
ish this later?” The standard Hap language has no way of providing this extra
pleasantry. This bit of dialogue is used solely to transition between behaviors;
neither the negotiation nor the avoidance behavior needs Melvin to say this to
succeed.

I have developed a somewhat ad hoc solution to this problem that I call segue
goals. Segue goals will probably not scale up well as a solution, but they are ca-
pable of providing solutions at least some of the time. Sengers is exploring the
use of “transition behaviors” to solve this problem in a more general way
[Sengers96].

Segue goals are placed between behaviors and are responsible for creating a
smooth transition. For instance, a segue goal might be placed between an on-go-
ing social behavior and an interrupting behavior. In the example above, Melvin’s
segue goal would be to speak to the player before walking away.

I have found the following to be important properties of segue goals:
1. Segue goals will sometimes need to reflect the goal/behavior being segued

from. For instance, Melvin may want to say, “Let’s finish this trade later” if it
is a trade that is being interrupted, but this segue wouldn’t work for other in-
terrupted goals.

2. Segue goals will sometimes need to reflect the goal that is being segued to.
For instance, Melvin may want to say, “I’ve got to go, Sluggo kind of scares
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me and he’s heading this way.” He would want to say something different if
the interrupting goal were something else.

3. Segue goals will sometimes need to have a priority, just like other goals. If
Melvin is very scared, his avoid-threat goal might have an extremely
high priority, which would override the segue goal as well as the negotiation
goal. In this case Melvin would just walk away in the middle of the conversa-
tion—in some cases this is the proper thing to do.

4. Segue goals will sometimes need to be reactive just like other goals. If Melvin
goes to say something to the user, but notices that the user has already rudely
walked away, Melvin should not execute the segue. Hap annotations like suc-
cess-tests and context-conditions are useful for situations like this.

I have implemented segue goals in the non-real-time version of Hap as follows:
Any behavior can have a segue goal as its first step. The specific behavior
spawned by that goal is determined by information about what other action was
interrupted. This allows the segue to take into account both the goals being seg-
ued from and to.

The segue goal and the accompanying behaviors are normal Hap goals and pro-
ductions with all of the typical annotations. This means that the goals can have
priorities and success-tests and behaviors can have specificities and context-con-
ditions (among others). This gives the artist a great deal of control in how to ac-
complish the segue.

The information about what goals have been interrupted is provided by keeping a
list of all active goals and the time they were last worked on. By noting what ac-
tive goal was last worked on, the segue behavior can infer what branch of the be-
havior tree was interrupted.

This approach works better than some other options, like providing each goal in-
formation about what just preceded it, because it handles interactions with non-
physical goals better. In the example above, Melvin’s negotiation behavior is first
interrupted by an emotion goal that updates his fear, then that goal finishes and
the goal to avoid Sluggo kicks in before ever returning to the negotiation. This
means that the goal that proceeds the avoid goal is not the negotiation, but the
emotion update goal. However, if Melvin has a negotiation goal in his APT and
it was last worked on the previous turn, it was interrupted by the avoidance goal.

Figure 8-6 shows pseudo-code for handling the negotiation to avoid-threat seg-
ue. There are three separate behaviors. The first is the main avoid-threat demon
that is keyed off of the fear of another agent, such as Sluggo. This behavior has
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two steps: the first performs the segue from the previous goal, the second moves
Melvin away from the threat.

The second and third behaviors are two possible ways to handle the segue. The
first avoid-threat-segue behavior is used when the previous behavior
was negotiation. This segue results in saying to the negotiation partner, “Why
don’t we finish this later...” The other avoid-threat-segue behavior will
be used if the previous behavior was not a negotiation and causes no behavior.
So, if the previous behavior was not a negotiation, Melvin will start right in with
step #2 of the avoid-threat behavior and move away from the threatening agent.
The null behavior is necessary because the avoid-threat behavior will fail if
there is no suitable behavior for the avoid-threat-segue step in the
avoid-threat behavior; the existence of a null behavior is sufficient to keep
that from happening. I make sure that the first avoid-threat-segue behav-
ior is chosen when possible by setting the specificity values of the segue behav-
iors to prefer that behavior if it is applicable.

Figure 8-7 shows this segue in action. It bears repeating that the natural language
capabilities of these agents are much shallower than they may appear; Melvin
uses templates, key-word matching, and Hap behaviors for simple discourse
management. Although the results are impressive, there are a number of draw-
backs to this approach that I will discuss in Chapter 11.

This implementation of segue goals has worked fairly well and the potential for
combinatorial explosion of having to do pairwise segues between all goals has
not been a problem to date. Since most behaviors are not dynamically changing
their priorities or being created on the fly, they never interrupt each other and the
artist doesn’t have to worry about segues. The artist may want to write a number
of cases for each possible interrupted goal but some general segues can ease this
burden if the artist doesn’t feel that the more specific segues are necessary. I used
such a generic segue (the same one for three variations of the negotiation behav-
ior1) in the example above.

1.  The three variations, for those curious, are: Melvin initiates a trade, the other agent initiates a trade with
a partial offer, and the other agent initiates a trade with a full offer.
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FIGURE 8-6 Pseudo-Code for Handling the Negotiation to Avoid-Threat Segue

;; A demon to avoid feared agents that are nearby
;; First action is to segue from previous behavior
;; Then move away from threatening agent
Demon:

Name: AVOID-THREAT
Input: threat
Precondition:

(and (behavioral-feature(threat)=’defensive)
(threat is nearby))

Code:
avoid-threat-segue(threat)
move(away from threat)

;; Segue from negotiation to avoid-threat behavior
;; Checks that previous behavior was negotiation and
;; that the threat isn’t the same as the agent being
;; negotiated with
Behavior:

Name: AVOID-THREAT-SEGUE
Input: threat
Precondition:

(and (or
(previous-goal=react-to-offer)
(previous-goal=respond-to-partial-offer)
(previous-goal=trade-for-stuff))

(threat != interactor in previous-goal))
Specificity: 10
Code:

speak-to(interactor,
“Why don’t we finish this later...”)

;; Low-specificity segue that is used if no other segue
;; is appropriate. This behavior always succeeds, so
;; avoid-threat behaviors works
Behavior:

Name: AVOID-THREAT-SEGUE
Input: threat
Precondition: t
Specificity: 0
Code: NIL



Creating a Behavior with Personality

BELIEVABLE SOCIAL AND EMOTIONAL AGENTS 173

FIGURE 8-7 Trace of Melvin in a Segue Between Negotiation and Avoid-Threat

You go into the sand box.
Sluggo spits.
Melvin is now smiling.
Melvin is speaking to you.
Melvin’s voice says ‘‘Salutations, Vulcan ambassador!
The Klingon high command has sent me in search of base-
ball cards.’’.
PLAYER> Melvin: What do you want for Mantle?

You are speaking to Melvin.
Player’s voice says ‘‘What do you want for Mantle?’’.
Sluggo smokes a cigarette.
Melvin is speaking to you.
Melvin’s voice says ‘‘The aliens told me to offer you
Mickey Mantle in return for Babe Ruth.’’.
PLAYER> Sluggo: Hey dork, get a life!

You are speaking to Sluggo.
Player’s voice says ‘‘Hey dork, get a life!’’.
Sluggo is now red.
Sluggo is now scowling.
Sluggo is now tense.
Sluggo goes into the sand box.
Melvin is now pale.
Melvin is now bug-eyed.
Melvin is now trembling.
Melvin is speaking to you.
Melvin’s voice says ‘‘Why don’t we finish this lat-
er...’’.
PLAYER> Sluggo: What do you want, butthead?

You are speaking to Sluggo.
Player’s voice says ‘‘What do you want, butthead?’’.
Sluggo punches you.
You are now wounded.
Melvin gets on the jungle gym.
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8.3.4 Social Roles
The nature of the playground world means that social roles don’t play a very im-
portant part. In other forms of negotiation, this may not be true. In the holdup
simulation, the gunman and police officer (the user) can negotiate a little bit,
though the behavior is not nearly as developed as the behaviors in Melvin and
Sluggo. In this case, the gunman is only willing to negotiate with police officers
(as opposed to cashiers or other types of characters). Therefore, his negotiation
behavior encodes this knowledge about social roles in the precondition for re-
sponding to offers.

8.3.5 Emotions
Building emotional versions of social behaviors is simplified by the fact that Tok
provides an action architecture that is already coupled with an emotion architec-
ture (Em). If things are set up properly, Em automatically generates emotions
and helps express them, which takes some of that burden off of the artist. None-
theless, there is still work to do.

The coordination of emotion and social behaviors has two components. First, the
behavior may be the source of emotions. Artists need to put information in the
behavior to let Em generate such emotions, just like they need to do for non-so-
cial behaviors. Second, emotions may affect behavior. This is the more difficult
of the two for the behavior builder. I will discuss both of these.

Generating Emotions from Negotiation
The Em system, as described in Chapter 3, uses a set of default emotion genera-
tion rules that generate emotions based on (among other things) simple annota-
tions added to important goals that include the following: the importance of
success, the importance of not failing, a likelihood of success function, a likeli-
hood of failure function, a function to determine who is responsible if the goal
succeeds, and a function to determine who is responsible if the goal fails.

Here are some of the ways that Melvin and Sluggo generate emotions while ne-
gotiating. This list might be useful to artists creating negotiating agents who
want ideas about where emotions might need to be generated. Artists will need to
fit the items in this list to their particular characters; they may also use elements
that are not on this list and not use elements that are on this list. This is an artistic
process, so there are not going to be right and wrong answers—although, as with
traditional arts, some may be more aesthetic than others.

• Expecting cards from a trade. If the user stalls while Sluggo or Melvin is ex-
pecting his cards, the character finds the important goal to get the cards offered
in a trade is more likely to fail. This leads to fear, distress, and anger towards
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the player. Because the character also believes that this goal may still succeed,
Em also generates some hope. Which emotion most affects behavior is based
on their relative intensities and the personality of the agent. Em also generates
joy and gratitude when the trade is successful or distress and anger when the
other agent fails to fulfill the bargain. Melvin differs from Sluggo in that his
negative reactions to stalls are often less strong.
Figure 8-8 provides pseudo-code of the trade-cards goal with emotional
annotations. In this example, the compute-lof annotation of the trade-
cards goal causes Melvin’s belief about the current likelihood that the ex-
change of cards will fail to be stored in the variable, $trade-lof-var. This
variable is updated in the trading behavior to increase when the other character
stalls, which leads to the fear, anger, and distress reactions I just described.
The compute-los function, which for Melvin always returns 0.75, causes
him to always have some hope that the goal will be successful. Finally, when
the trade ends in success or failure, the responsible-for-failure and
responsible-for-success annotations of Melvin’s trade-cards
goal cause Melvin to assign credit or blame to the other agent in the trade,
which leads to either anger or gratitude.

• Dealing with rejection. Sluggo generates mild anger when another agent re-
jects one of his offers, the other agent ignores his offer, or the other agent
walks off in the middle of a negotiation. These are all based on the failure of
Sluggo’s goal to make deals.

• Getting new cards. One of Sluggo’s important goals is to get good cards, so
he generates joy when he makes a good trade, he is given a card, or he is able to
get new cards off of someone that he has beaten up. Melvin also likes to get
new cards and will generate joy when he makes a good trade or is given a card
as a gift.

• Social interaction. Melvin generates joy when interacting socially with agents
he likes. He gets happy from negotiation even when it doesn’t result in a trade
and he generates joy when another agent greets him, talks to him, or asks him
questions. These are all important goals that succeed in the proper contexts. He
gets especially happy when the other agent humors him by using Star Trek ter-
minology, which is caused by a goal that succeeds when it notices speech that
contains any of a set of Star Trek keywords.

• Making a deal. Melvin generates joy when a trade has been negotiated. This is
different from Sluggo, who only generates joy once the card he wants is in his
hand. Melvin becomes even happier once the cards have actually changed
hands successfully.
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FIGURE 8-8 Adding Emotional Annotations to Negotiation for Melvin and Sluggo

;; Melvin accepting offer behavior:
;; Melvin accepts a trade and then begins swapping
;; cards. The swapping behavior can be a source of
;; emotions because of the emotional annotations that
;; have been added to it.
Behavior:

Name: react-to-offer
Input: actor, o-cards, r-cards
Precondition: value(r-cards)<=value(o-cards)
Specificity: 0
Code:

speak-to(actor, “I accept.”)
;; The “with” statement contains a number
;; of emotion annotations for the trade-cards
;; goal. The importances represent how intense
;; the emotional reactions to this goal should
;; be. Ex: if successful, this goal leads to
;; a joy structure of intensity 5 because of
;; the importance-of-success. The compute-*
;; functions return a list of how likely the
;; goal currently is to succeed/fail and who
;; to assign credit/blame to. Melvin always
;; thinks the goal is 75% likely to succeed and
;; has a variable representing how likely it is
;; to fail. The var is updated in the trade-cards
;; behavior. The responsible-for-* functions
;; assign credit/blame to the other agent when
;; the trade ends either in success or failure.
with {

importance-of-success=5;
importance-of-failure=5;
compute-los=(0.75, actor);
compute-lof=($trade-lof-var, actor);
responsible-for-failure=actor;
responsible-for-success=actor;
}

do {
trade-cards(actor, o-cards, r-cards)
}
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• Understanding the offer. If the user offers Sluggo a trade that’s too complex
for Sluggo to understand, Sluggo will get angry, distressed, and reproachful to-
wards the player for making him feel stupid.

The Effect of Emotions on Negotiation
The negotiation behavior needs to reflect the agent’s emotional state, whether
that state is a result of negotiation-related events or not. There are both general
and negotiation-specific ways that emotions influence negotiation.

Recall, from Chapter 5, that emotion structures do not directly affect behavior;
they do so indirectly through the behavioral feature system. I will describe these
effects as being the result of emotions, but the examples will use behavioral fea-
tures. Melvin’s behavioral feature map can be found in section 5.1.

Four general effects are the following: changes to appraisals, changes to goal pri-
orities, changes in willingness to interact, and changes in particular action choic-
es. These types of changes are general in the sense that they can be seen in other
social behaviors as well. Many of the previously described effects that emotions
can have, including influencing action, inferencing, and language (all of which
are described in Chapter 5), can be used in the context of social behaviors. I will
present the four that I have found most useful, but the more complete list of ef-
fects can also be a source of inspiration for artists.

• Changing appraisals. Emotions can change how an agent appraises objects.
Melvin is more likely to make trades with agents when he is cheerful because
he appraises the other agent’s offers more favorably.
More generally, appraisals can take many forms that are important for social
interactions (e.g., appraising how much I want to be your friend, appraising
how trustworthy I think you are). Emotions can be incorporated into many of
these appraisals.

• Changing goal priorities. Emotions can affect the priority of negotiation
goals. If Sluggo feels fear that his goal to get the cards from a trade is in jeop-
ardy, this normally medium-high priority goal will take on a higher priority.
This makes Sluggo very persistent about achieving this goal before doing any-
thing else. I extended the Hap language to allow dynamic priorities for goals so
a goal’s priority can be a function that takes emotion information into account
(see Chapter 5).
More generally, many behaviors (social and non-social) should reflect threats
to the agent’s goals—variable priorities provide one technique for doing this
that I have found useful.
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• Changing the willingness to interact. Emotions influence how likely an
agent is to interact. Melvin’s demon to respond to offers has a precondition that
makes sure that Melvin is not acting unfriendly or withdrawn before firing. A
pseudo-code example is provided in Figure 8-9.
More generally, many social behaviors will take emotions into account when
deciding whether or not to interact with various agents.

• Changing the style of actions. Agents will often change details of their ac-
tions based on their emotions. Melvin might agree to a trade by saying, “Okay.
I accept” or “Sure! I’d be happy to make that trade my Vulcan friend.” The
choice of which template to use is based, in part, on Melvin’s current emotion-
al state. An example is provided in Figure 8-9.
More generally, I have found the style of actions (speech in particular) to be a
useful way of expressing emotions. This can be done in speech through word
choice and inflection. In other actions it takes other forms, such as stomping or
skipping instead of walking. This is not limited to actions that are part of social
behaviors, but is certainly true for social actions.

When designing a social behavior artists may start with the general kinds of in-
fluences of emotions above, but many behaviors will have their own unique
ways of expressing emotions as well. Here are some negotiation-specific ways of
expressing emotions that I used in Melvin and Sluggo.

• What to trade/not trade. Agents might have specific preferences or restric-
tions on what they are or are not willing to negotiate for based on their emo-
tional state. For instance, Sluggo might completely rule out all trades of his
Willie Mays card except when particularly cheerful (he does not currently do
this). This can be coded into the appraisal function or into the preconditions of
the behaviors that make and respond to offers.
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FIGURE 8-9 Expressing Emotions through Negotiation (Pseudo-Code)

;; Extension to accepting react-to-offer behavior:
;; * be more generous when friendly, generous, or
;; good-mood features are present
;; * do not accept when unfriendly or withdrawn
;; features are present
;; * respond enthusiastically when friendly or
;; good-mood features are present
;; (Melvin’s full set of features can be found in
;; section 5.1.5. Note that not all of Melvin’s
;; features need to be explicitly expressed in every
;; decision he makes.)
Behavior:

Name: react-to-offer
Input: actor, o-cards, r-cards
Precondition:
 (and

(or (value(r-cards)<=value(o-cards))
 (and

(or (behavioral-feature(actor)=friendly)
(behavioral-feature(actor)=generous)
(behavioral-feature()=good-mood))

(value(r-cards)-2 <= value(o-cards))))
(behavioral-feature(actor)!=unfriendly)
(behavioral-feature()!=withdrawn))

Specificity: 0
Code:

if (or (behavioral-feature(actor)=’friendly)
 (behavioral-feature()=good-mood))

speak-to(actor, “Sure! I’d be happy to.”)
else

speak-to(actor, “I accept.”)
trade-cards(actor, o-cards, r-cards)
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• Generosity of offers. Agents might act more or less generously in their offers
and willingness to accept offers based on emotions. Agents that are feeling
gratitude towards another agent will likely be more generous toward that
agent; agents that are angry at an agent will be less generous. This is true of
Melvin—Sluggo is never particularly generous. This is accomplished by mod-
ifying the preconditions of various behaviors to allow more or less generous
trades to go through. An example is provided in Figure 8-9.

• Making counter-offers. Agents can make decisions about what counter-offer
to make based on emotions. For instance, if Sluggo is in a reasonably good
mood, he will usually follow up an unacceptable offer with a counter-offer. If
he’s in a bad mood, he’ll reject the offer completely and end the negotiation.

8.3.6 Relationships and Attitudes
The relationship between two agents should affect the way the negotiation un-
folds and, when things go particularly well or poorly, the relationship itself
should change based on the negotiation. Also, agents’ attitudes about other
agents can influence and be influenced by negotiation. To clear up any confusion
about terminology, relationships are things like ‘‘friends’’ and ‘‘lovers,’’ while
attitudes are things like ‘‘trust’’ and ‘‘liking.” While these are different concepts,
I have found that they tend to relate to social behaviors in similar ways and I will
typically discuss them as a pair.

The Influence of Relationships and Attitudes on Negotiation
Some of the general ways that emotions can affect social behaviors also apply to
the ways that relationships and attitudes can affect social behaviors. Some of the
general effects are on the following: willingness to interact, appraisals, and style
of action. Goal priority is one area that I have not used as a way to express atti-
tudes and relationships as I did with emotions. That does not mean that it is not
important, just that I have not used it—other artists might find it a useful form of
expression. This is not meant to be an exhaustive list, just a useful starting point.
In particular, specific characters and behaviors will have additional ways of in-
corporating attitudes and relationships.
The list below represents how Melvin incorporates attitudes and relationships
into some important negotiation decisions. All of these examples happen to fall
into the general classes of effects just laid out. Other negotiating agents will
probably want to incorporate attitudes and relationships into these decisions, but
will want to handle them in a way that corresponds to the character’s personality.
For the items in the list below, pseudo-code for the examples related to respond-
ing to offers can be found in Figure 8-10.



Creating a Behavior with Personality

BELIEVABLE SOCIAL AND EMOTIONAL AGENTS 181

• Willingness to Interact. Melvin prefers initiating negotiations with friends
and liked agents. His offer-initiation behaviors have preconditions that check
his attitudes and relationships with potential trading partners. Also, when de-
ciding how to respond to an offer, Melvin rejects offers from enemies and
feared or disliked agents.

• Appraisals. Melvin will appraise offers differently from friends than from oth-
er characters, giving offers from friends and liked agents more weight.

• Style of Action. When speaking to another agent, the tone can change while
the message remains the same. When Melvin accepts an offer, he can say,
‘‘Okay, I accept.’’ or ‘‘Sure! I’d be happy to make that trade my Vulcan
friend!’’ Each of these has the same basic content, but which is chosen is still
very important from a believability standpoint. This choice is influenced by the
relationship between Melvin and the other agent, Melvin’s attitudes about the
other agent, and Melvin’s current set of behavioral features. Figure 8-10 shows
how all of these influences come to bear on a single choice.

The Influence of Negotiation on Relationships and Attitudes
If an agent cheats Melvin, Melvin will like that agent less because of a negative
emotional reaction to being cheated. As described in Chapter 5, Em provides de-
fault behavior that causes like and dislike attitudes towards agents to change
based on anger and gratitude emotion structures of sufficient intensity. In
Melvin’s case, if the player cheats him, he will have an anger reaction towards
the player that will result in him liking the player less. In this case, the artist
needs to make sure that Melvin’s goal to get his cards in a trade is set to be an
important goal, which will lead to an emotional reaction when it fails. Otherwise,
the artist does not have to do anything to cause this change in attitude.

This change in attitude will cause Melvin to act differently in subsequent negoti-
ations because I have designed his negotiation behavior to take attitudes into ac-
count as I just described. For example, he will be less likely to accept offers and
will be less enthusiastic when he does accept an offer.
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FIGURE 8-10 Adding Attitudes and Relationships to Negotiation

;; Extension to accepting react-to-offer behavior:
;; * reject trades from feared and disliked agents
;; * be more generous to friends and liked agents
;; * respond enthusiastically to friend/liked agent
;; if not in a bad mood
;; * emotion extensions are also present (see Fig. 8-9)
Behavior:

Name: react-to-offer
Input: actor, o-cards, r-cards
Precondition:
 (and

(or (value(r-cards)<=value(o-cards))
 (and

(or (attitude(actor)=like)
(relation(actor)=friends)
(behavioral-feature(actor)=friendly)
(behavioral-feature(actor)=generous)
(behavioral-feature()=good-mood))

(value(r-cards)-2 <= value(o-cards))))
(behavioral-feature(actor)!=unfriendly)
(behavioral-feature()!=withdrawn)
(attitude(actor)!=dislike)
(attitude(actor)!=fear))

Specificity: 0
Code:

if (or (behavioral-feature(actor)=friendly)
(behavioral-feature()=good-mood)
(and

(not (behavioral-feauture()=bad-mood))
(or (attitude(actor)=like)

(relation(actor)=friend))))
speak-to(actor, “Sure! I’d be happy to.”)

else
speak-to(actor, “I accept.”)

trade-cards(actor, o-cards, r-cards)
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8.3.7 Interactions with Other Goals
Agents’ behaviors are not happening in a vacuum. A system where a single “cur-
rent best goal” exclusively determines the agent’s behavior can generate poten-
tially unbelievable behaviors. For instance, if an agent has a goal to buy
groceries and a goal to buy a hammer, the agent might want to go to a shopping
center that has a grocery store and a hardware store. If one goal is chosen to act
on, say the groceries, the agent might go to a grocery store that isn’t near the
hardware store. This behavior doesn’t necessarily mean the agent is unbeliev-
able; it could be a disorganized character. However, for some (more organized)
characters, this behavior might break believability. Note that although the exam-
ple I have given is one where the agent can be unbelievable because of a lack of
competence, it is possible to create other examples that produce behaviors that
are inconsistent other aspects of the agent’s personality. Such an example is giv-
en below.

One of the problems with interacting goals is that a behavior that has to account
for every other possible ongoing behavior has a lot to worry about. The number
of interactions is at least O(n2) in the number of goals and possibly worse if there
are cases when the current combination of other goals present is important. Any-
thing that can be done to allow for goal interactions without this blow-up is a
step in the right direction.

This problem is not particular to social interactions. Nonetheless, it is a problem
that must be addressed to handle social interactions properly. Believable agents
engaging in social interactions will often need to express other goals through
their social behaviors—and they should do this in a way that expresses the per-
sonality of the agent most clearly.

One solution is to use the behavioral feature mechanism of the Em system (see
section 5.2) to provide a simple form of communication between behaviors. Be-
havioral features help determine the following: what agent to act in a particular
way towards, how to act towards them, and why. The how is encoded in the type
and intensity fields. The why is encoded in the cause field. The who is encoded in
the direction field.

It is possible for behavioral features to be created by goals independently of
emotion processing. For instance, Melvin’s goal to become the user’s friend
creates a behavioral feature for acting friendly towards the player. Other
behaviors, such as negotiation, are (if my methodology is followed) built to take
behavioral features into account as I described in section 8.3.5. This allows the
code for negotiation to implicitly pursue two goals (negotiation and making
friends) simultaneously.
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This mechanism works well for goals that can be expressed as features, but is not
a general approach to this problem. A few more examples of goals that could be
expressed this way include the following: console another agent, avoid another
agent, and act gratefully towards another agent.

8.3.8 Personality Quirks
Artists tell us that it is very important for characters to have very distinctive,
quirky personalities. Personality quirks can be just about anything, from a char-
acter’s accent to the way the character looks at life. Each quirk needs to be fit
into the agent’s behaviors in a manner suitable to the particular quirk. Quirks, by
their very nature, are quirky, so I have not been able to draw general lessons
about how to incorporate quirks into behaviors. Here are a few ways I expressed
Melvin and Sluggo’s personality quirks in their negotiation behaviors:

• Handling uncooperative trading. Melvin and Sluggo approach the problem
of an uncooperative user differently, as can be seen in Figures 8-11 and 8-12.
Melvin is persistent but polite. If pushed too far too often, he will eventually
tell the teacher and get the user in trouble1. Sluggo goes into the trade with an
impatient and aggressive attitude and quickly moves towards more aggression
and threats which finally end in violence. I achieved this by writing two dis-
tinct behaviors for handling uncooperative agents in Melvin and Sluggo—in
other words, these are not aspects of a single behavior differentiated only by
some personality “knobs,” they are significantly different behaviors designed
for the same purpose but for different personalities.

• Melvin as Trekkie. Early versions of Melvin were similar to the final version
in terms of most aspects of his personality. However, at one point I decided that
his personality was too generic, so I made him a Trekkie. I was able to get this
personality across simply by changing Melvin’s speech templates. For exam-
ple, in Figure 8-4, I changed “No thanks” to “I’d like to trade with you, but the
Klingon High Command finds that offer unacceptable.” The response to his
more distinctive personality has been positive, except for one user who thought
he was too stereotyped. Despite this reaction, I feel that the effort to avoid a ge-
neric “nerd” personality resulted in a more interesting character.

1.  There is no teacher agent in the simulation, but the simulation can end with a message to the user that
this is what has happened.
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FIGURE 8-11 How Melvin Swaps Cards

• Generic actions. There are a number of situations where Melvin or Sluggo
need to kill a turn or two when nothing else is going on or when they are wait-
ing on another agent. I call these stall actions, but choosing which action to
perform during the stall is important. Melvin will whistle, adjust his eye glass-
es, or look intently at some cards. Sluggo uses this time to spit, swear, and look
intently at the other agent. I have found that even these little, seemingly unim-
portant actions have a good deal of impact on the way the user views an agent.

• Sluggo as hard-bargainer; Melvin as push-over. Sluggo is very strict about
what trades he will and will not make. Only trades that strictly benefit him are
considered at all. Melvin is willing to make trades where he comes out even
and, as I described, other aspects of his personality (e.g., his emotions) can
lead to him accepting trades where he comes out worse-off.

Melvin says to you `‘Sure!  I’d be happy to make that
trade, my Vulcan friend.’’.

PLAYER> Say to Melvin: Okay, give me Mickey Mantle.
Melvin offers a Mickey Mantle trading card to you.

PLAYER> Take the card
Melvin waits.

PLAYER> Say to Melvin: Thanks.
Melvin says to you ``Can I have Babe Ruth now?’’.

PLAYER> Say to Melvin: No.
Melvin says to you ``Please, won’t you give me Babe
Ruth?’’.

PLAYER> Melvin: Take a hike.
Melvin is now frowning.
Melvin gets on the jungle gym.

PLAYER> Wait
Melvin sulks.
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FIGURE 8-12 How Sluggo Swaps Cards

In this section, I stepped through the various aspects of personality my
methodology suggests to incorporate into a social behavior. I also provided
examples of some of the techniques that I used to build these aspects of
personality into two negotiation behaviors. In the next section, I will turn to the
second part of the methodology, which is concerned with modeling other agents
in the environment.

8.4 The Role of Representation in Negotiation

The second part of the methodology suggests creating believable social behav-
iors with minimal amounts of representations of other agents. This does not
mean no representation or even small representations; if a lot of representation is
needed, then use it. However, I have found that the amount of representation is
often much less than might be assumed. For example, negotiation is a behavior
where it might seem necessary to use reasonably deep modeling of the other
agents in the environment. For some characters and tasks this may be true, but it
is not inherent in negotiation, as I will show for Melvin and Sluggo.

For Melvin and Sluggo, the only representation of other agents that I needed to
add was a list of the offers other agents rejected in the past so as not to repeat

PLAYER> Say to Sluggo: Um, OK.  I guess I’ll make that
trade after all.
Sluggo offers a Jose Canseco trading card to you.

PLAYER> Take card
Sluggo says to you: ``So, hand over the card, twerp.’’.

PLAYER> Say to Sluggo: Hey, lighten up!
Sluggo looks angrily at you.

PLAYER> Look angrily at Sluggo
Sluggo says to you: ``You don’t know who you’re messin’
with, dork!’’.

PLAYER> Say to Sluggo: You don’t scare me.
Sluggo is now frowning.
Sluggo says to you: ``Prepare to be pounded!’’.
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them. This representation implicitly models the appraisals of other agents that
are relevant to this particular task; in particular, modeling what trades an agent
doesn’t want to make implicitly models the agent’s relative appraisals of those
sets of cards. With this minimal amount of representation, users found the behav-
iors robust, personality-rich, and believable as I will describe in Chapter 10.

In some cases, I was able to give the appearance of having deeper representa-
tions than were actually used. For instance, I used the integration of the emotion/
attitude system to make Melvin appear to have a representation of the trustwor-
thiness of the other characters. If Melvin and the player are trading and the play-
er cheats Melvin, Melvin will act more wary of the player in subsequent
interactions (as described in section 8.3.5). It would seem that Melvin would
have to have some model of the trustworthiness of the player. Although I could
use such a representation, I accomplish this by, first, having Melvin’s negotiation
behavior change his liking attitude1 about the player when the player cheats him
and, second, by building a negotiation behavior that takes Melvin’s attitude-
based emotions into account.

In other words, because of the tight integration of the emotion/attitude system
with the social behavior, it is possible to create behaviors, like negotiation, that
might be thought to require additional modeling of other agents, without actually
adding additional representation. In this case, Melvin’s Em system is already im-
plicitly modeling the relevant aspects of the other agent by way of Melvin’s atti-
tudes. By using a broad agent architecture, artists may find that certain
behaviors that might otherwise require additional representation, don’t.

Another example of how I created the appearance of deep models is typified by
the following exchange:

Player: Melvin, will you give me Mickey Mantle for Ted Williams?
Melvin: We are borg. We will assimilate Ted Williams and Babe Ruth.

You may assimilate Mickey Mantle. We are borg.

In this example, Melvin seems to know what the Player is interested in trading
with and trading for. In other words, it seems like Melvin might represent the
player’s goals and possibly appraisals of various cards. In fact, this is a much
simpler behavior that simply uses the previous offer to generate the counter-of-
fer. Melvin needs no representation at all to accomplish this. This technique is
somewhat similar to techniques used in Eliza [Weizenbaum66] where pattern
matching and templates are used to replace knowledge and representation. What

1.  I could also have used a trust attitude. In either case, Melvin knows how he feels about the agent but he
doesn’t rely on any independent model of the agent to know this.
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I’ve shown is that versions of these techniques can sometimes be used effective-
ly in more complex characters engaging in more responsive kinds of interac-
tions. Although this approach might be unsuitable for more complex behaviors
that require additional representation to achieve greater competence, it was quite
robust in the face of users interacting with Melvin and Sluggo.

I am not claiming that other representations won’t ever be necessary to create
competent, believable negotiation. It may be that more complex representations
will be needed for some believable behaviors. By building representations that
are specific to the character, behaviors, and world, however, I have found that
simple, specific representations can often take the place of powerful, general rep-
resentation schemes. Furthermore, since the artist’s goal is to create believable
agents, which are rarely going to be called on to be deeply competent, the behav-
iors will not typically require the deep models that have been used by traditional
AI to achieve deep competence.

8.5 Summary

In this chapter, I described how to apply the methodology for building believable
social behaviors (described in the previous chapter) to building believable nego-
tiation behaviors for Melvin and Sluggo in The Playground. During this process,
the following important issues came up.

• I described various types of competence in negotiation and how competent I
chose to make Melvin and Sluggo. This type of discussion is very different
than goes on in most AI tasks, where high competence is assumed to be the
goal.

• I defined robustness as the property of “staying in character” even in unexpect-
ed situations. I described two approaches to problems of robustness: being pre-
pared for many contingencies and being prepared for not being prepared.

• I described the two-part problem of integrating emotions into social behaviors:
having emotions affect the behavior and having the behavior lead to appropri-
ate emotions. I described some general ways that emotions will tend to affect
social behaviors and some specific ways that emotions affect negotiation. I also
showed how artists enable Em to generate emotions from social behaviors.
This is done by annotating important goals in the behavior with information
that is used by the emotion generation rules, such as how important it is that
the goal succeed.

• I presented some ideas about incorporating relationships and attitudes into so-
cial behaviors. The general list of ways to affect social behaviors that was in-
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troduced in the emotion discussion was reused in this context. It is also
possible for attitudes and relationships to change based on social interactions; I
showed how the emotion system can be used to help with this task.

• While building social norms of behavior into Melvin, I found that in order for
him to disengage from negotiation politely, he needed to be able to transition
between behaviors smoothly. To handle this problem, I introduced segue goals
that can be used to produce transitional behaviors between goals.

• Agents will typically have many goals active at one time and agents may want
to negotiate differently based on their other goals. One way of allowing negoti-
ation to change based on the presence of certain types of other goals is to use
the behavioral feature system described in Chapter 5.

• I was able to create somewhat competent, believable negotiation behaviors
with the only representation of other agents being a list of trades that other
agents had previously rejected, which is considerably less than might be ex-
pected. I described some of the techniques I used to minimize representation
while giving the appearance of having deeper models of others.
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CHAPTER 9 Understanding the Methodology II:
Making Friends

The main goal of this chapter is to further explore the methodology that I have
proposed for building social behaviors. In this case, I use the making friends be-
havior of Melvin from The Playground.

I begin by motivating the choice of making friends as a behavior to build and
study. I then break down making friends into a number of behaviors that can be
used to achieve the larger goal, including helping others achieve their goals and
modifying other behaviors to be more friendly. I use each of these behaviors to
explore aspects of the methodology for building social behaviors.

Recall that the methodology has two main components. One is a set of heuristics
for incorporating personality into social behaviors. The other is an approach to
modeling the other agents in the world.

I describe how I added a number of different aspects of Melvin’s personality to
his behavior for helping other agents achieve their goals. This demonstrates how
some of the techniques I discussed in the previous chapter apply to a different
behavior. I hope that this will make this aspect of the methodology more clear.

I also describe the simple representation scheme Melvin uses when modeling
other agents in order to help others. He needs to model the goals and appraisals
of other agents; however, by using my knowledge of Melvin, Melvin is able to
use very small and specific representations that are sufficient for the task and his
personality. Again, this discussion will be similar to the one about the representa-
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tions used in negotiation. I will use this behavior, however, to explore a few new
ways to limit the representations that agents need to have of other agents.

I also revisit the idea, first presented in the previous chapter, that behaviors can
communicate with each other using the behavioral feature system provided with
Em, as long as the behaviors are built following the proposed methodology.
Melvin’s making friends behavior is able to modify other behaviors, like negoti-
ation, using this technique.

9.1 Motivation for Building a Making-Friends Behavior

My approach to showing that my methodology is generally useful was to show
how it could be used to build a varied set of social behaviors. In total, I built nine
different social behaviors: negotiation, making friends (in a number of varieties),
and seven more that I discussed briefly in Chapter 7. To contrast with negotia-
tion, I chose making friends because it involves the social goal of being some-
one’s friend, while negotiation is used to achieve the asocial goal of possessing
some object—making friends is about relationships, negotiation is (at least usu-
ally) about physical objects.

Another reason for implementing a making friends behavior is that it is not an
area where much research has been done in AI. Negotiation has already been
studied within AI and is considered a “useful” skill. Making friends is a new
kind of problem that assumes agents will have goals about having relationships,
which is not a typical AI problem. I chose making friends to demonstrate some
of the new kinds of problems that are encountered as we move from problem
solving agents to believable agents. I implemented negotiation to show how be-
lievable negotiation contrasts with a traditional-AI behavior like competent ne-
gotiation; I implemented making friends to show that many new kinds of
behaviors artists may need to build do not have counterparts in traditional AI at
all.

9.2 Ways to Make Friends

Making friends is not really a behavior; it is a set of behaviors with a common
goal. I will start, therefore, by briefly laying out some of the behaviors that can
be used to make friends. I will spend the rest of the chapter looking at how to ap-
ply the methodology to a few of these individual behaviors.
1. Complimenting. An agent can compliment the other agent in a variety of

ways. For example, Melvin will occasionally tell the player how smart he
thinks he/she is or how much he enjoys hanging out with him/her.
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2. Helping others achieve goals. An agent can offer assistance to the other
agent in achieving various goals. If Melvin is aware of the player trying to get
a certain baseball card (e.g., by being asked by the player for help or by over-
hearing the player offer a trade to Sluggo), Melvin may offer to help him/her
achieve that goal.

3. Modifying other behaviors to be more friendly. Other behaviors that aren’t
specifically designed to make friends can also be modified to make them more
friendly. Melvin will negotiate in a more friendly manner, using his Star Trek
banter and offering better deals, when he is trying to become the player’s
friend.

4. General interaction. An agent can simply spend time with the other agent or
engage the other agent in social behaviors for the sake of interacting (as op-
posed to pursuing some other goal). Melvin will use behaviors like negotia-
tion just to spend time with the player. This doesn’t always lead to a more
amicable relationship, but it might as the player becomes better acquainted
with Melvin.

5. Deceptive friendliness. The other four behaviors can also be used in a de-
ceptive manner. They will look similar to behaviors for actually making
friends in many cases, but the real goal is something else. Sluggo does not ac-
tually use this kind of behavior, but this could have been used by him to get
the player to offer him better deals.

The next two sections will focus on helping others and modifying other behav-
iors to be more friendly. In the helping others section, I will step through how to
apply the methodology to the behavior, as I did with negotiation. In the modify-
ing behaviors section, I will show how using the methodology to build social be-
haviors makes it possible to make friends even when engaging in other
behaviors.

I will not discuss complimenting, general interactions or deceptive friendliness
in this chapter. I built versions of the complimenting and general interaction be-
haviors, but they do not offer any opportunities to describe aspects of the meth-
odology that are not better described elsewhere. Since deceptive friendliness was
not implemented, I will not discuss it here. I did implement a simple form of de-
ceptive helping others in Office Politics that was described briefly in Chapter 7.

9.3 Helping Others Achieve Their Goals

One way to become friends with another agent is to help them achieve their
goals. In The Playground, one of the ways that Melvin tries to befriend the play-
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er is by helping the player get baseball cards that Melvin believes the player
wants.

Figure 9-1 provides two traces of Melvin offering to help the player. In the first
trace, Melvin hears the player ask Sluggo for a trade. When he hears this, he real-
izes that he has an opportunity to help the player. This makes him excited, which
makes him smile. Unfortunately, he is also too scared of Sluggo to approach the
player, so he also looks nervously at Sluggo. When the player comes over to see
what Melvin is excited about, Melvin excitedly suggests a trade that will help the
player achieve the goal of getting the Willie Mays card from Sluggo.

In the second trace, the player initiates the interaction by asking Melvin for help.
Melvin offers assistance, as he does in the first trace, by offering to trade with the
player and suggesting a good offer to propose to Sluggo.

Both of these traces have been edited for readability, but the content has not been
changed. Also, recall that in these traces, the natural language skills of the char-
acters are limited to keyword matching and template-based speech.

I will analyze how I used my methodology to create this offering help behavior. I
will begin by analyzing how to incorporate various aspects of personality into
the behavior. Then I will discuss how such a behavior can be made with minimal
amounts of modeling of other agents. I will not discuss all of the ways that per-
sonality can be incorporated into this behavior as they do not help shed new light
on the methodology. I will focus on competence, robustness, emotion, relation-
ships and attitudes, and personality quirks. I will not discuss norms, roles, and
interactions with other goals.
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FIGURE 9-1 Two Traces of Melvin Offering Help

You go into the tree house.
Sluggo says to you, ``Wanna trade Catfish Hunter for Babe
Ruth?’’.

PLAYER> Sluggo: How about Ruth for Mays?

Sluggo says to you, ``I’ll swap you Jose Canseco for Babe
Ruth.  Deal?’’.
Melvin is now smiling.
Melvin looks nervously at Sluggo.

PLAYER> get in the sandbox

Sluggo says to you, ``Hey, jerk, I was talking to you.’’.
Melvin is speaking excitedly to you.
Melvin says ``Hey Vulcan, I’ll trade you Mickey Mantle for
Babe Ruth, which might help if you’re trying to get Willie
Mays from Sluggo!’’.

You go into the sand box.
Melvin is now smiling.
Melvin says to you, ``Salutations, Vulcan ambassador!  The
Klingon high command has sent me in search of baseball
cards.’’.

PLAYER> Melvin: Hi! Can you help me get a Willie Mays card?

Melvin says to you, ``So the Vulcan ambassador wishes to get
Willie Mays from Darth Sluggo.  He really likes Mickey Mantle
you know and I’d trade you.’’.

PLAYER> Melvin: Thanks.  What do you want for Mantle?

Melvin says to you, ``The aliens told me to offer you Mickey
Mantle in return for Babe Ruth.’’.



Understanding the Methodology II: Making Friends

196 BELIEVABLE SOCIAL AND EMOTIONAL AGENTS

9.3.1 Competence
As with negotiation, I began by determining how competent to make the behav-
ior to suit the personality of the particular character—in this case, Melvin. I de-
cided what goals Melvin should be able to help the player achieve and how
complicated his methods of assistance would be.

It would be possible to build a general behavior for Melvin to help many agents
achieve many types of goals, but that isn’t necessary for this world and charac-
ters. All I wanted Melvin to be able to do was to help other agents get baseball
cards; building a more general behavior than that was unnecessary.

Here is a general description of Melvin’s behavior that demonstrates the level of
competence, but none of the other aspects of personality:

1. Learn that other agent wants a card
2. If self has card

then if know of good full offer
then make full offer
else make single-card offer

else if third-party has card
then if know of full trade other can offer third-party

then suggest trade to other
else if know of two-step trade

then suggest two-step trade
else if initially asked for help

then apologize

In English: Melvin keeps track of cards that the other character (in this case, it is
always the player) wants. For instance, if Melvin hears the player say to Sluggo
something like, “What do you want for Mays?” or “Would you trade me Mays
for Ruth?” Melvin infers that the player wants to get Sluggo’s Willie Mays trad-
ing card. It can also be that the player asks Melvin directly for help, such as,
“Melvin, how can I get Sluggo to trade me his Willie Mays card?”

If Melvin has a Willie Mays card, he may offer to trade it to the player, either by
suggesting a full trade (“I’ll give you Mays for Aaron.”) or by letting the player
lead the negotiation (“What’ll you give me for Mays?”). If Melvin doesn’t have
a Mays card he can try to suggest a reasonable offer for the player to make to
Sluggo (“Why don’t you offer Sluggo Reggie Jackson for Mays?”). A final sug-
gestion would be to offer to trade the player a card that the player could then use
to get Mays from Sluggo (“I’ll trade you Mantle for Aaron, which you could
then offer Sluggo for Mays.” or “Do you want to trade me for Mantle? You
might be able to offer Mantle to Sluggo for Willie Mays.”).
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If none of these approaches are reasonable and Melvin was initially asked for
help, then he will apologize for being unable to help.

9.3.2 Robustness
Robustness, again, is making sure the agent never (or rarely) does anything to
break the user’s suspension of disbelief. As before, I propose two approaches to
this problem. They are being prepared and being ready for when the character
isn’t prepared.

Here are a few illustrative examples of how I introduced robustness into this
behavior.

Being prepared
• If the user somehow gets the card that Melvin is trying to help him get, Melvin

will know to stop the behavior or at least choose something else to help the
user with. This is achieved by adding a context-condition to the helping behav-
ior that notices that the behavior no longer makes sense in contexts where the
other agent has already achieved its goal.

• Melvin is able to follow the user around when the user moves during Melvin’s
efforts to offer help. This is the result of a demon created by the helping behav-
ior that fires whenever Melvin is in a different location than the agent that he is
trying to help.

Being ready when not prepared
• When the player asks for some kind of help that Melvin is not programmed to

understand (e.g., “Melvin, will you help me do my taxes?”), Melvin will try to
avoid the question without being unbelievable. One way he does this is to yell,
“Red alert! Red alert! The Romulans are in the neutral zone.” and run off to the
jungle gym. Hopefully, the player will be distracted by this new game or at
least temporarily leave Melvin alone to his delusions.
While this reaction would be inappropriate for most traditional AI agents,
Melvin is not a traditional AI agent. Melvin is a believable agent and reactions
like this are critical to maintaining believability.

9.3.3 Emotion
Emotions affect Melvin’s helping others behavior and the behavior affects his
emotions. I will look at each of these effects.
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The Effect of Emotions on Helping Others
As I described in the previous chapter, there are some general ways emotions of-
ten affect social behaviors that can provide a useful starting point. There are ef-
fects on the agent’s priorities, appraisals, willingness to interact, and style of
action. Not all of these are useful for every behavior; in Melvin’s helping others
behavior I only used the latter two.
• Willingness to interact. The choice to help another agent is influenced by

Melvin’s emotions. If he is acting friendly towards an agent, he will offer to
help that agent. As long as he does not have an active bad-mood behavioral
feature, he will give help when asked. If he has a bad-mood feature present, he
will not help anyone, even if asked.

• Style of action. Melvin’s tone of voice will change based on his emotions. For
instance, when the helping others goal gives rise to an anticipation behavioral
feature, Melvin’s offers to help will end in exclamation marks and be described
as excited speech.

I have also claimed that besides these general classes of effects, most behaviors
will have some specific ways to express emotions. I will discuss a few of these as
well.
• Other effects of emotion.

• Emotions can affect how much help Melvin will give to other agents. For in-
stance, Melvin might be generally willing to help (this is the “willingness to
interact” from above), but not so willing to help as to give up anything he
values. If, however, Melvin has a generous behavioral feature directed to-
wards the other agent, he is more willing to trade away a valued card to help
the other agent.

• One of Melvin’s options for helping is to give the other agent a card they
want or need in exchange for something that Melvin wants. This is a negotia-
tion as described in the previous chapter; that behavior can be invoked by
Melvin’s making friends behavior. Negotiation has a number of ways of ex-
pressing emotions that were described in the discussion of negotiation. In
this case, the helping others behavior is emotionally expressive because it in-
vokes another behavior that is already emotionally expressive.

The Effect of Helping Others on Emotions
Here are a few of the ways that Melvin’s emotional state is influenced by this
behavior:
• The meet-goals-for goal, which leads to Melvin trying to help another

agent achieve their goals, has an importance of success of 7. This means that
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when it is successful, Melvin’s emotion generators will generate a reasonably
intense joy structure.

• There is a function that computes the perceived likelihood of the meet-
goals-for goal succeeding. The function is updated as progress is made
during the interaction. As it goes up, appropriate joy and hope structures are
generated.

• When Melvin successfully helps another agent achieve a goal, Melvin gives
credit to himself. This leads to pride and gratification.

• Helping another agent can result in a full-fledged negotiation and there are a
number of emotions that might arise during that interaction. These are dis-
cussed in the previous chapter.

9.3.4 Relationships and Attitudes
Although the reason I built this helping others behavior was to help Melvin form
a new relationship, it is possible for other pairs of agents to use a helping behav-
ior when they are already in a relationship (e.g., friends, parent-child). For in-
stance, if Melvin were to become friends with the user, Melvin should still want
to help the user. Because I did not actually integrate relationships into the offer-
ing help behavior, I will not discuss how to do so here.

Melvin does, however, have attitudes about the player that affect this behavior.
There are a couple of ways that attitudes interact with the helping others
behavior in Melvin. I suggested three general classes of effects attitudes and
relationships often have on social behaviors in Chapter 8; they are affects on the
willingness to interact, the style of action, and the agent’s appraisals. Only
willingness to interact was used in Melvin. Also, I have incorporated one other
effect that is more specific to this particular behavior.
• Willingness to interact. Melvin begins with a like attitude towards the player,

which leads to a goal to make friends, which in turn leads to the behavior to
help the player. If the liking attitude goes away, then Melvin will no longer ini-
tiate helping the player. If Melvin comes to dislike the player, he will not even
help the user when asked directly.

• Other ways to affect the behavior. When deciding how much help to give,
Melvin will base his decision partly on how much he likes the player.

9.3.5 Personality Quirks
I needed to find ways to make Melvin’s quirky personality come through in this
behavior. I used a few methods that I previously discussed in the negotiation
section.
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• Choice of phrasing. Melvin’s trekkie side comes through in how he offers
help to the other character. He says things like, “If you want to get Willie Mays
from that Ferengi Sluggo, you should try offering him Mickey Mantle.”

• Willingness to help. Melvin’s willingness to help others and to make friends
is part of his distinctive personality. In other words, the existence of this behav-
ior in the first place is a matter of Melvin’s personality. Sluggo does not have
this behavior because it does not fit his personality.

This is a particularly good example of what I mean when I say that personality
permeates behavior. Melvin’s personality can affect every choice from the most
general choice of whether the behavior should even exist in this agent to how in-
dividual speech-acts should be phrased. Any particular aspect of personality, like
personality quirks or emotions, may not be expressed everywhere in the behav-
ior, but my experience has been that almost every part of every quality believable
behavior is influenced by at least some aspect of the character’s personality.

This is one of the main reasons that I feel building behaviors with knobs to ex-
press personalities would be an ineffective approach to this problem. Each be-
havior has a large number of places that personality can be incorporated and the
variety of ways of expressing personality at many of those places is very large.
This makes the problem of pre-creating behaviors that can express a wide
enough range of personalities to be suitable for artistic domains a very difficult
one.

9.3.6 The Role of Representation
My methodology for building social behaviors calls for using minimal amounts
of modeling of other agents. Helping others provides another example of how a
little bit of representation can go a long way. This behavior requires some of the
same representation schemes I used in negotiation as well as some different
ones.

First, I reused the representations that were used in the general negotiation be-
havior to keep Melvin from repeating trades the user had previously rejected.
This representation is a list of offers that each character has rejected. In helping
others, this is used when Melvin helps by offering a trade that would help the
user achieve his/her goal; the representation ensures that Melvin doesn’t make
offers to help that require re-offering a previously rejected trade. The helping be-
havior has its own behavior to offer a trade, since I wanted Melvin to phrase the
offer differently if he was making the offer to be helpful, but the actual negotia-
tion is done by the previously described negotiation behavior.
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Second, I used a simple model of other characters’ goals to get specific cards.
This allows Melvin to store such information until he can act on it. Because
Melvin only stores one kind of goal, he can store goals as a list of tokens (e.g.,
(babe-ruth willie-mays) would represent the desire to get a Babe Ruth
and a Willie Mays trading card).1 This model needs to be updated when other
characters satisfy their goals. The update rule is a demon that watches for an
agent to be holding a card that Melvin’s model of the agent indicates that agent
wants. The demon removes this goal from the model. This update rule is so
straightforward because of the simple nature of these goals and the ability of the
characters in this environment to see what the other characters have in their
possession.

Finally, if I want Melvin to suggest other possible trades, he need some way of
suggesting plausible trades to make for the desired card. For instance, if Melvin
wants to suggest an offer that the player should make to Sluggo, Melvin needs to
have a model of Sluggo’s preferences in order to make useful suggestions.
Melvin’s model of Sluggo’s card preferences is a list ordered by how much he
believes Sluggo likes each card.

I have avoided the difficulties involved in keeping this model of Sluggo’s ap-
praisals up-to-date by giving Melvin an accurate model of Sluggo’s appraisals so
he will always give the player good advice. As my goal was for Melvin to give
the player good advice, there was no need to add representations that were incor-
rect, especially as that would require adding code to correct those errors in cer-
tain circumstances. Melvin doesn’t need to be perfectly general; he just needs to
fit the artistic goals of a specific world. By taking the artistic goals into account,
it is possible to limit the need for modeling other agents.

Melvin also doesn’t need to model the player because he doesn’t like Sluggo
and, therefore, will never help Sluggo achieve a goal by suggesting trades with
the player. If Melvin could help Sluggo by suggesting a trade with the player, ex-
tra behaviors would have to be written specifically to keep Melvin’s model of the
player’s preferences up-to-date.

If the artist knows his/her characters and artistic goals well, I have found that
there are often ways to limit the amounts of representation those characters
need. There is no need to create general representations when simpler, more spe-

1.  If more goal types were stored, I could add a bit more structure (e.g., ((make-friends slug-
go)(get willie-mays)) could represent the desire to make friends with Sluggo as well as the goal to
get a Willie Mays card).
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cific representations will do, and there is also no need to create representations to
support behaviors that the agent will never engage in.

9.4 Making Friends by Modifying Other Behaviors

A second way to make friends with another agent is to modify interactions with
that agent to be more friendly. Following my methodology in building other be-
haviors can simplify this kind of interaction. This is because Em’s behavioral
feature system can be used to modify other behaviors in certain circumstances.

Behavioral features encode how an agent is supposed to be acting at any given
moment. Recall, from Chapter 5, that behavioral features have a type (e.g., act
aggressively), a direction (e.g., towards Sluggo), an intensity (e.g., 7 out of 10),
and a cause (e.g., because he insulted me). The direction and cause are not
present in all features. Behavioral features are often generated by the emotion
system, but this is not always the case—it is also possible for other behaviors to
create behavioral features for any number of reasons. Being able to communicate
certain kinds of information between goals is one such reason.

Melvin’s make-friends behavior creates a new feature to act friendly towards the
player (i.e., type=friendly, direction=player, intensity=[importance of becoming
friends], cause=make-friends). Since Melvin’s other behaviors have been written
to take features into account, this friendly feature will be expressed in all sorts of
other behaviors. Because the intensity of the feature is set to the importance of
the goal, the more Melvin wants to be friends, the friendlier he will act.

Melvin’s other behaviors take features into account because they were built fol-
lowing my methodology, which tells artists to integrate emotions into their
agent’s social behaviors and, in Tok, this is done via the behavioral features. So,
if the agent builder follows my methodology when building social behaviors,
those behaviors can interact using this mechanism. For instance, when Melvin
and the user are negotiating, Melvin will act friendly towards the player. (I dis-
cussed some ways to act friendly while negotiating, in section 8.3.6.)

As discussed in the previous chapter, this is a rather limited form of communica-
tion. Where it works, however, the artist is able to leverage off effort towards
creating emotional behaviors to achieve inter-behavior communication.
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9.5 Summary

In this chapter, I used two variations of Melvin’s making friends behavior to shed
additional light on how to apply my methodology to create believable social be-
haviors. Here are some of the important issues that have come up in this chapter.
• I looked at making friends, a behavior that is not traditionally studied in AI,

with a number of possible instantiations: helping others achieve their goals,
general interactions to make friends, complimenting other agents, and modify-
ing other behaviors to be more friendly.

• I described how to apply my methodology for building social behaviors to
Melvin’s behavior for helping other agents achieve goals. I showed how to in-
corporate Melvin’s personality into the behavior and how I was able to use my
knowledge of Melvin and the playground world to constrain the amount of rep-
resentation Melvin needs of other agents.

• I reviewed how the Behavioral Features mechanism I described in Chapter 5
can be used as an effective way to provide a simple form of communication be-
tween certain behaviors built following my methodology.
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CHAPTER 10 Validation of the Methodology

The main contribution of this half of the thesis is a methodology for building be-
lievable social behaviors for individual characters. In this chapter I present a user
study that suggests that social behaviors built using this methodology can be be-
lievable. The study I describe focuses on the negotiation and making friends be-
haviors described in Chapters 8 and 9 as I built them into the characters in The
Playground.

10.1 Experimental Methodology

The experiment is the same one described in Chapter 6, with 17 users interacting
with Melvin, Sluggo, and a variation of Melvin called Chuckie. The question-
naire asks not only about the emotions of the characters, as described in Chapter
6, but also about their social behaviors. In this case, the answers provided about
Chuckie are ignored since he was included specifically to test the emotional as-
pects of the characters. The questionnaire given to the users is included in Ap-
pendix B. More details about the experimental methodology can be found in sec-
tion 6.2.1.

10.2 Experimental Results

The goal of this experiment was to determine if the behaviors and characters that
I built using my methodology for building social behavior are believable. To an-
swer this question, I asked users about a number of facets of believability. The
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evaluation of the behaviors focuses on four questions: (1) Did the behaviors basi-
cally work? (2) Did the characters have distinctive personalities even when they
were engaging in social behaviors? (3) How often did the characters break the
users’ suspension of disbelief? (4) Were the characters good characters?

By evaluating the answers to these questions, I show that it is possible to create
behaviors with important elements of believability using my proposed methodol-
ogy. In each of the following four subsections, I will analyze these questions in
turn and the resulting answers I received from users.

10.2.1 Competence of Behavior
The initial question is whether the negotiation and making friends behaviors that
I have described worked. In other words, if it turned out that Melvin and Sluggo
were completely inept at negotiation or users never understood that Melvin
wanted to make friends, then the behaviors would have been shown to be inef-
fective. Remember that the goal of this work, unlike work in traditional AI, is not
to make highly competent behaviors, but to make behaviors that are appropriate-
ly competent and recognizable.

I asked the users to rate Melvin and Sluggo on a scale of 1 (poor negotiator) to 7
(great negotiator). Melvin’s mean score was 3.82; Sluggo’s was 3.41(3.651). The
first thing to notice about these numbers is that they are somewhere in the middle
of the scale, which is what I wanted. Neither was considered a completely in-
competent negotiator, but neither were they overly good.

When the differences in scores received by Melvin and Sluggo is computed, the
mean difference is 0.41(0.18) and the standard deviation is 2.92(3.03). (Figure
10-1 shows the distribution of values in histogram form.) Although Melvin has a
higher mean score in the population of users that I asked, the more important
question is whether there is enough evidence to make a claim about the general
population. That is, how likely is it that Melvin’s score for negotiation compe-
tence is greater than Sluggo’s score in the general population, given the data I
gathered?

1.  I allowed users to give a high and low value for answers if they felt that a character changed over the
course of the interaction. This is the only case where a user gave a range answer to any of the questions of
interest in the study. In this case, the user gave Sluggo a low value of 1 and a high value of 5, resulting in the
two values given here. The first value of each pair mentioned in this section uses the 1 response. The second
value uses the 5 response.
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FIGURE 10-1 Melvin vs. Sluggo: Competent negotiators? This histogram shows the
differences in how Melvin and Sluggo were scored in terms of negotiation
competence. They were rated on a scale of 1 (poor negotiator) to 7 (great
negotiator). For example, this chart shows that 2 of 17 users scored Melvin 3
points higher than Sluggo on the 1-7 scale. One user provided a high value for
Sluggo of 5 and a low value of 1. Compared to the constant value of 2 given to
Melvin, the difference shows up as either 1 or -3. The dashed lines at 1 and -3
represent these two options.

If I use a statistical t-test1, I can only claim Melvin to be a better negotiator with
confidence of <75%. This means that there is not enough data to support the hy-
pothesis that the general population of users would think that Melvin is a better
negotiator. This is somewhat disappointing since I had tried to make Melvin the
better negotiator and it didn’t come across very well. After completing the ques-

1.  A t-test is a standard statistical tool for analyzing this sort of data. For a slightly more detailed descrip-
tion of what a t-test is and how it is used, see section 6.2.2.
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tionnaire, I asked some users about their scores. Some users felt that Sluggo’s di-
rect, aggressive approach was very effective, while some felt that Melvin was a
less effective negotiator because he was also trying to make friends with the user.

To test the competence of the making friends behavior, I asked, “Do you think X
wanted to be your friend?” 16 users answered on a scale of 1 (not at all) to 7 (yes,
definitely). Melvin mean score was 5.18 (standard deviation of 1.94); Sluggo’s
mean score was 1.881 (standard deviation of 1.45). The average user scored
Melvin 3.30 point higher than Sluggo. Users clearly picked up on Melvin’s de-
sire to be friends more than Sluggo—using a t-test I can claim that Melvin’s ac-
tual mean score is at least 2.15 greater than Sluggo’s with 95% confidence.
Figure 10-2 shows a histogram of the user’s answers to this question.

In addition, I asked users to answer the following question only if they thought
that the character had tried to make friends with them: “How good a job did X do
at winning you over to be his friend?” 15 of the 17 users (88.2%) answered the
question for Melvin, indicating that they thought that Melvin was trying to make
friends. Only 5 of 16 (31.3%) users felt that Sluggo was trying to make friends. I
also have reason to believe that some of those responding didn’t notice that they
were supposed to answer only if they felt that Sluggo was trying to become
friends, as 2 of the 5 gave him the lowest possible score on the 1-7 scale. (1 of
the 15 users gave Melvin a score of 1).

Of those answering this question, the mean score Melvin achieved was 4.20
(standard deviation of 1.66) to Sluggo’s mean of 2.20 (standard deviation of
1.64). This indicates that those who thought that Melvin and Sluggo were trying
to make friends with them also seem to have thought that Melvin did a better job
at it. Because of the small number of answers for Sluggo, statistical comparisons
are inconclusive. Figure 10-3 provides a histogram of the scores users gave the
two characters on this question.

An important aspect of believability is being able to create characters with the
appropriate level of competence at various behaviors. The experimental data
suggests that this is possible to do following the proposed methodology.

1.  Some of the data for Sluggo contains only 16 data points as one of the users skipped one sheet of ques-
tions related to Sluggo. The questions about making friends, overall clarity of personality, overall quality of
character, and disrupting disbelief were all skipped by this user. When comparing Sluggo to Melvin in these
cases, I eliminated the scores this user gave for Melvin.
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FIGURE 10-2 Melvin and Sluggo: Did they want to make friends? When I asked users to
rate Melvin and Sluggo in terms of how much they thought the characters
wanted to make friends with them on a scale of 1 (not at all) to 7 (yes, definitely),
I received the following distribution of responses. 17 users responded for
Melvin; 16 responded for Sluggo.
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FIGURE 10-3 Melvin vs. Sluggo: How good at making friends? This histogram shows how
Melvin and Sluggo were scored in terms of how good a job they did at making
friends with the user. They were rated on a scale of 1 (terrible job) to 7 (great
job). The total number of users was 17 for Melvin and 16 for Sluggo. Users were
told not to answer this question if they thought the character did not try to
become friends with them at all. There were 2 no-answers for Melvin and 11 no-
answers for Sluggo. For example, this chart shows that 1 user gave Sluggo a
score of 5 compared to 4 users for Melvin.
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10.2.2 Personality
The second question is whether the characters have distinctive personalities and
whether these personalities come across during their social interactions. The
focus of the first part of the methodology is to create social behaviors that are
rich in personality. This question addresses success in this area.

I asked users to answer the question, “Did X have a clearly defined personality?”
on a scale of 1 (not at all) to 7 (very much). Melvin scored a 5.59 (standard devi-
ation of 1.18) and Sluggo a 5.81 (standard deviation of 1.17). Using a t-test, I can
claim that the true mean is greater than 5.00 with confidence >95% (Melvin) and
>99% (Sluggo). These numbers suggest that users feel that Melvin and Sluggo
have clearly defined personalities; the main question, though, is if the personali-
ties come across through their social behaviors. To determine is this is the case, I
compared this general personality data with data I gathered about the personali-
ties of the characters while they were engaging in particular social behaviors.

First, I asked the users if they though that the characters’ personalities came
across during social interactions. First, I asked, “Did X’s personality come across
even when he was negotiating with you?” On a scale of 1 (not at all) to 7 (very
much), Melvin scored a 5.82 (standard deviation of 0.95) and Sluggo scored a
5.81 (standard deviation of 1.42).

I also asked users to rate how well Melvin’s and Sluggo’s personalities came
across when they were trying to make friends. Specifically, I asked, “Did X’s
personality come across even when he was trying to become friends with you?”
If the user felt that the character didn’t try to make friends, they were told not to
answer the question. 15 of 17 users answered for Melvin, who received a mean
score of 6.0 (standard deviation of 1.0). Only 5 of the 16 users answered for
Sluggo, which is not a statistically significant sample. This low response rate is
expected since Sluggo did not try to make friends with the user.

The data for each of these questions is presented in histogram form in Figures
10-4 through 10-6.

Informally, this data suggests that both characters have reasonably clearly de-
fined personalities. Also, the personality scores for the specific social behaviors
are all at least as high as the general clarity of personality scores, which indicates
that the characters were able to express their personalities when they were en-
gaging in social behaviors.

More formally, I computed the differences in scores between the specific behav-
iors and the general personality. When I compare Sluggo’s personality score
while negotiating to his general personality score, I find that users score his per-
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sonality while negotiating 0.31 higher than his overall score (mean=0.31, stan-
dard deviation=1.34). Using a t-test, I can show that there is a less than 20%
chance of Sluggo’s negotiation personality score being lower than his general
personality score, but the probability of it being more than 0.5 points lower is
less than 2%.

Doing a similar comparison, I find that Melvin’s mean personality score when
negotiating is 0.24 higher than his overall personality score (standard devia-
tion=0.81). Using a t-test, I can show that there is a less than 15% chance of his
behavior-specific score being below the general personality score but a less than
1% probability of being more than 0.5 points below general personality score.

Finally, I find that Melvin’s mean personality score when making friends is 0.33
higher than his overall personality score (standard deviation=1.14). Using a t-
test, I can show that there is a less than 15% chance of his behavior-specific
score being below the general personality score but a less than 1% probability of
being more than 0.5 points below the general personality score.

Artists claim that having clear, distinctive personalities is crucial for creating be-
lievable characters. The first part of the methodology that I have proposed is con-
cerned with how to create personality-rich social behaviors. The experimental
evidence suggests that I have been able to use the methodology to create charac-
ters that are able to maintain distinctive personalities even when they are engag-
ing in social behaviors.
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FIGURE 10-4 Melvin and Sluggo: Clear Personalities (overall)? When I asked users to rate
Melvin and Sluggo in terms of how clear their personalities were overall on a
scale of 1 (not at all) to 7 (very much), I received the following distribution of
responses. 17 users responded for Melvin; 16 responded for Sluggo.

9

8

7

6

5

4

3

2

1

1 2 3 4 5 6 7

Clarity of Personality Score

N
um

be
r o

f U
se

rs Melvin

Sluggo



Validation of the Methodology

214 BELIEVABLE SOCIAL AND EMOTIONAL AGENTS

FIGURE 10-5 Melvin and Sluggo: Clear Personalities (when negotiating)? When I asked
users to rate Melvin and Sluggo in terms of how clear their personalities were
when they were negotiating on a scale of 1 (not at all) to 7 (very much), I
received the following distribution of responses. 17 users responded for Melvin;
16 responded for Sluggo.
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FIGURE 10-6 Melvin vs. Sluggo: Clear Personalities (when making friends)? When I
asked users to rate Melvin and Sluggo in terms of how clear their personalities
were when they were trying to make friends on a scale of 1 (not at all) to 7 (very
much), I received the following distribution of responses. I asked users only to
reply if they felt that the character was trying to make friends with them at some
point.
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10.2.3 Robustness
The third question is whether the characters were able to stay in character
throughout the interaction. My goal was to make the characters robust enough
that they would only rarely do anything to break the user’s suspension of
disbelief.

Users were asked, “Did X ever do anything to disrupt your ‘suspension of disbe-
lief’?” With 17 users answering, Melvin’s mean score was 3.12 (standard devia-
tion 1.96). Sluggo, with 16 users responding, received a mean score of 2.31
(standard deviation of 1.25).

Figure 10-7 shows the distribution of scores. Most of the scores are bunched in
the lower end of the graph, which is good. However, there were a few users who
had their disbelief broken quite a bit, so even though the scores are promising on
average and for most users, there are still times when the characters fail in ways
that break the user’s suspension of disbelief badly. I will discuss some of the rea-
sons for this and some ideas about how to improve it in Chapter 11.
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FIGURE 10-7 Melvin and Sluggo: Disrupting disbelief? When I asked users to rate Melvin
and Sluggo in terms of how often they disrupted the user’s suspension of
disbelief on a scale of 1 (never) to 7 (all the time), I received the following
distribution of responses. 17 users responded for Melvin; 16 responded for
Sluggo.
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10.2.4 Character Quality
The final question to answer is whether the characters are good characters. I
asked users, “How good a character was X?” (1=awful character; 7=great
character).

Melvin’s mean score for this question was 4.94 (standard deviation of 1.39);
Sluggo’s was 5.31 (standard deviation of 1.25). Figure 10-8 shows the data in
histogram form.

62.5% of all users gave Sluggo a score of 6 or 7 and 81.3% gave him a score 5 or
above (4 is the middle of the 7-point scale). For Melvin, 47.1% of all scores were
6 or 7 and 64.7% of the scores were 5 or above. No users gave Sluggo a score of
1 or 2 and only 1 user gave Melvin a score of 2.

Also, using a t-test, I can claim with 95% confidence that the mean quality of
character score for Sluggo is greater than 4.76 while the mean score for Melvin
is somewhere above 4.35. This indicates that it is statistically highly probable
that the scores for both Melvin and Sluggo are somewhat above the middle of the
scale 7-point scale.

Having to compare the two characters to the mid-point of the scale is informa-
tive, but somewhat disappointing. It would be preferable to compare them to
something other than the scale itself. As there is no other work directly related to
creating believable social behaviors, I have been unable to compare the outcome
of my methodology with other approaches. When other approaches to building
believable social agents are created, I will be able to more fully evaluate this
work.

The overall quality of the character is an important element of the believability
of the character. I have shown that there is some evidence that it is possible to
create quality characters using the methodology I have proposed for building be-
lievable social behaviors.
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FIGURE 10-8 Melvin and Sluggo: Good Characters? When I asked users to rate Melvin and
Sluggo in terms of how good they were as characters on a scale of 1 (awful
character) to 7 (great character), I received the following distribution of
responses. 17 users responded for Melvin; 16 responded for Sluggo.
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10.3 Summary

The ability of the artist to control the competence of a character at social behav-
iors, to create characters that have distinctive personalities when engaging in so-
cial behaviors, to create characters that can engage in social behaviors without
disrupting the user’s suspension of disbelief, and to create good quality social
characters are all important elements of being able to create believable social
agents.

• I showed the negotiation and making friends behaviors described in Chapters 8
and 9 are appropriately competent. The behaviors are not incompetent nor
overly competent, which is what I was aiming for. I found that judging compe-
tence can be difficult because users often consider other aspects of personality
as well when judging competence. For instance, Sluggo’s aggressive personal-
ity led some users to judge him to be a better negotiator than his actual skills
supported.

• I showed that the characters have clearly defined personalities and that those
personalities came across even when the characters are engaging in negotiation
and making friends.

• I showed that the characters are reasonably robust, but that there are a few cas-
es where they still cause users to break their suspension of disbelief. I will ana-
lyze these cases in the next chapter.

• I showed that the characters are good characters. The measurement of this fea-
ture, though, is difficult because there is nothing to compare these characters to
yet.

• I showed that I was able to create good quality characters that negotiate and
made friends reasonably competently while only occasionally disrupting the
user’s suspension of disbelief. I accomplished this using the methodology and
techniques that were described in the second half of this thesis—I focused on a
number of core aspects of personality when building the characters’ behaviors
and I relied on only simple representations of the other agents in the environ-
ment.
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Part III:

Summary & Future Work
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CHAPTER 11 Summary & Future Directions

I close with an overview of the main contributions of the thesis and a brief dis-
cussion about some of the possible future directions for this work.

11.1 Summary: Believable Emotional Agents

Part I of the thesis dealt with how to create believable emotional agents. In this
section, I briefly summarize the contributions I made in this area and discuss
some of the features of my approach. I also point out some of the limitations of
my work.

11.1.1 Summary of Contributions & Discussion
An old adage goes something like, “If all you have is a hammer, everything
looks like a nail.” Well, the AI toolbox has more than a hammer in it, but most of
the tools are of one of two types. They are either designed to create intelligent
behavior or they are designed to model human cognition. In order to create artis-
tic characters with emotions, neither of these tools is the right one to use.

Tools for intelligence are not appropriate because believable agents are not nec-
essarily intelligent. There might be intelligent characters, but even they will rare-
ly be perfectly rational; there are going to be many far-from-rational agents as
well. Architectures designed to create intelligence are the wrong tools for this
task.
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Tools for creating cognitive plausibility aren’t right either since believable
agents are not necessarily cognitively plausible. As I have discussed before, art-
ists in other media often create non-realistic characters because they are more ef-
fective as characters than more realistic characters would be; I expect the same to
be true in the new medium. Furthermore, some artists will want to create non-hu-
man characters, like animals and space aliens. So, the tools I provide artists need
to support the creation of agents besides those that fit into specific models of how
humans work.

By studying the artistic nature of the problem of building believable emotional
agents, I was able to create a new kind of tool, that I call Em. Em does not force
either rationality or realism on characters, and was designed to provide artists
freedom to create a wide range of characters. Many of the design decisions made
for Em, like separating the emotion architecture from the emotion system and
providing a behavioral feature system, were meant to provide artists with control
over the emotional makeup of their characters.

The Em architecture is designed to provides a great deal of flexibility in the
kinds of emotional characters that can be created. The default Em system is de-
signed to help artists get started by providing reasonable default emotion pro-
cessing.

The architecture supplies a set of inputs that the emotion generators can use for
generating emotions. These inputs include information from the agent’s goal
processing system, perception system, physical body simulation, sensory memo-
ry, social system, and the emotion system.

The emotion generators are written in the Hap language, which proves to be suit-
able for this task because it provides demons, a flexible match language, the abil-
ity to perform internal (i.e., mental) actions, flexible control of actions, and goal
priorities. The default set of generators is based on the cognitive emotion model
of Ortony, Clore, and Collins [Ortony88]. I have extended, modified, and simpli-
fied their model of emotion generation in a number of ways to make it more suit-
able to the artistic nature of the task.

The emotion structures generated by the emotion generators are stored in a flexi-
ble hierarchy that is organized by the effects of emotion structures. The emotions
decay over time in artist-specified ways. I provide default emotion decay func-
tion and emotion combination functions. The latter are useful when answering
questions like, “Given these three distress emotion structures, what is the agent’s
overall distress intensity?”
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The Hap language is again used to translate the set of emotion structures into a
set of behavioral features. The mapping and the set of features used are deter-
mined by the artist. I provide a default mapping and set of features based on ar-
tistic and practical considerations.

Finally, the features are expressed by the agent in a number of ways. This is a
difficult problem because artists tell us that emotions need to permeate the be-
havior of the agent and need to be expressed differently by each character.
Where possible, I provide artists with default ways of expressing emotions. For
example, I provide default mechanisms for changing an agent’s body state, atti-
tudes towards other agents, and goal priorities. For some forms of expression,
particularly behavior, default expressions are a less practical approach. In these
cases, I provide a set of mechanisms for expressing behavioral features and I
leave the character-specific decisions about which mechanisms to use and how to
use them to the artist.

Much of the power of the Em system comes from its placement in a broad agent
architecture, called Tok. By using the other parts of the architecture, Em is able
to create emotion structures for many different causes and to express those struc-
tures through a wide variety of means. Furthermore, by using other areas of the
Tok architecture, like motivation and perception, I was able to create models of
how emotions are generated that are often simpler and easier to use than models
that rely on purely cognitive explanations as causes for emotions.

I built eleven characters using the Em tools (the seven described in the thesis as
well as Lyotard the cat and the three Woggles). By running user studies, I was
able to show that Em can be used to create agents that appear to be emotional.
The emotions also improve the believability of the character.

11.1.2 Limitations of the Approach
There are (at least) two limitations to the approach that I have proposed for
building believable emotional agents.

First, my character-specific approach to emotional expression means that there is
a lot of work for the artist to do in order to create believable emotional expres-
sion. Every behavior that an artist builds needs to incorporate the agent’s behav-
ioral features if that behavior is going to be used to express the agent’s emotions.
Since I have argued (based on the arts) that the emotions should be expressed
through many aspects of the agent, including in how the agent acts, most behav-
iors will need to be written to express emotions. Furthermore, I have provided
only a limited number of general tools and default behaviors to simplify this pro-
cess.
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I believe, however, that this difficulty is as much a product of the domain as it is
a product of my approach. Because artists claim that emotions need to permeate
the personality of the character and be expressed in idiosyncratic methods, it is
difficult to create useful default ways to express emotions. I have done just this
for expressing emotions through facial expressions and a number of other simple
means, but the task is much more difficult when expressing emotions through be-
havior. Even the facial expression default I have created will probably be
changed for most characters.

The second difficulty is related to the first. Not only do all (or, at least, most) of
the agent’s behaviors need to take the behavioral features into account, but the
number of behavioral features to incorporate into each behavior is reasonably
large. This makes the task even more difficult. I tried to address this difficulty in
the thesis by suggesting abstract features, like good-mood, that can ease this
problem somewhat. While techniques like this can help, I don’t know that the
problem can be made simple. I expect that, just like writing a novel or a play, this
process is inherently difficult and requires a tremendous attention to detail.

11.2 Summary: Believable Social Agents

Part II of the thesis dealt with how to create believable social agents. In this sec-
tion, I briefly summarize the contributions I have made in this area and discuss
some of the features of my approach. I also point out some of the limitations of
my work.

11.2.1 Summary of Contributions & Discussion
As with the problem of creating believable emotional agents, the problem of cre-
ating believable social agents must be solved with the right set of tools. I believe
that traditional AI approaches that stress modularity of mind are inappropriate
for a task where the personality of the character is critical and permeates the en-
tire character and the number of different types of social interactions is large.

In order to create characters with personality, artists need to have control over al-
most every aspect of every social behavior. They need to be able to create nego-
tiation behaviors for characters from Hamlet to Bugs Bunny. A negotiation
module that allows artists to tweak parameters is unlikely to provide the extreme
sorts of flexibility that are necessary to create such distinctive variations.

Furthermore, an approach where the creation of characters is a matter of picking
from a set of pre-coded social behaviors and tweaking them appropriately as-
sumes that all of the possible social behaviors an agent needs to engage in are
created ahead of time. The set of social behaviors is very large and is not con-
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strained to “useful” behaviors like negotiation and cooperative plan execution.
Artists need to be able to create behaviors like making friends and holding up
stores.

By creating a methodology that has artists create social behaviors specifically for
their particular characters, I have avoided both of these problems. Artists have
the extreme flexibility that they need to create personality-rich characters and
those behaviors are not limited to a pre-defined set.

The methodology that I have proposed has two parts. The first part is concerned
with creating social behaviors that display the agent’s personality. The suggested
approach is to build in the following aspects of the character’s personality: com-
petence, robustness, emotion, attitudes and relationships, roles, norms, quirks,
and the influence of other goals. For instance, a negotiation behavior should be
robust enough to handle situations where the other agent walks off in the middle
of the interaction—and the way this situation is handled should reflect the per-
sonality of the character in question. In this thesis, I have provided examples,
technical solutions, and general suggestions about how to incorporate these vari-
ous aspects of personality into believable social behaviors.

The second part of the methodology concerns how an agent should model other
agents in the world. Two common approaches that AI uses for representation are
to use rich and powerful representation with accompanying automated reasoning
(the Distributed AI (DAI) approach) or to reject representation altogether (the
behavior-based AI approach).

Once again, I found the AI toolbox lacking. I find the behavior-based approach
to representation compelling because it has been shown to be effective for ro-
bustly controlling robots in complex, dynamic domains, whereas the DAI ap-
proach is typically better suited to more controlled environments. Since the
worlds these agents inhabit can be fairly complex and unpredictable, the behav-
ior-based approach seems like a natural choice. Unfortunately, the behavior-
based approach, which relies on sensing instead of representation, is well-suited
for robust, physical action but is less-well suited for social behaviors. Mataric
[Mataric92] has shown that some social behaviors, like flocking, can be built
without representation, but I found it impossible to create some social behaviors,
like variations of negotiation, without any representation.

The methodology I propose is to use minimal amounts of representation of other
agents. This means that when artists can create social behaviors without repre-
sentation, they should, but when they find they are unable to create a behavior
without representation, they should add just enough to allow them to build the
behavior. This maintains many of the benefits of the behavior-based approach,
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like robustness and speed, without sacrificing the ability to create social behav-
iors that are very difficult (if not impossible) to create otherwise.

I built seven characters and nine different social behaviors using this methodolo-
gy. By running user studies, I have shown that this methodology can be used to
create social behaviors that are appropriately competent, that show off the per-
sonality of the character, that do not often break the user’s suspension of disbe-
lief, and that are quality characters. In section 11.3.1, I will address some of the
problems that users had maintaining their suspension of disbelief as they provide
some useful insights into future problems to be addressed.

11.2.2 Limitations of the Approach
The social behaviors that artists build using my methodology are not modular;
they are character-specific and most of the code doesn’t transfer to other charac-
ters with similar behaviors. This is an unfortunate side effect of my approach, but
I have argued above that more modular approaches will not be able to create per-
sonality-rich, believable agents that can engage in a wide variety of social behav-
iors. If there are ways to bridge the gap between art and practicality, I think that
would be a giant step forward for this area. In the meantime, artists have to work
hard to create each character. In section 11.3.3, I will speculate about some ap-
proaches that might prove fruitful for simplifying this task, though I have no sug-
gestions about how to make it easy.
A second, related drawback of this approach is that the approach to modeling
other agents is also not modular. It would be simpler if an artist could plug in a
powerful knowledge maintenance system instead of having to craft the represen-
tations on an agent-by-agent basis. The reason that I have not used a general, au-
tomated system is two-fold. First, as described above, such systems have not
been shown to be as robust in complex, dynamic worlds as systems that do not
rely on representations, in part because they tend to be slower and fail to main-
tain correct models. Many of the characters that artists create will need to re-
spond in real time and pauses for thinking can break the user’s suspension of
disbelief. Second, I have not used a more powerful system because I do not want
to limit the artists. One of the most important goals of this work is to allow artists
to create varied and, sometimes, irrational agents. To build in a standard auto-
mated reasoning system runs the risk of taking this control out of the hands of
the artists. By letting artists build the kinds of reasoning they want for their char-
acters, they retain that control.

Fortunately, however, this problem is not as bad as it seems; forcing artists to
create representations for each new agent is unfortunate, but creating those rep-
resentations turns out to be a much simpler problem than it might at first appear.
In the behaviors that I have created, which include, among others, negotiation,
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helping others achieve their goals, and holding up a convenience store, I have
not had to resort to complex representations of other agents. I do not want to
claim that they will never be necessary, but by taking the personality of the char-
acter and the specific world into account when designing the representation, I
have found that simple, specific representations often suffice.

11.3 Future Directions

In this section, I discuss five main directions for future work. First, while running
user tests, I found that there were a number of cases where the characters disrupt-
ed the user’s suspension of disbelief. I briefly overview some of the reasons that
the users gave me for the disruption, as these suggest areas that need to be ad-
dressed to create agents that are more believable. Second, in Chapter 6, I de-
scribed a study I ran with three subjects to provide ideas about extending Em. As
an addition to the ideas discussed in Chapter 6, I present here a number of my
own ideas based on suggestions from the emotion-research literature. Third, I
have found that the non-modular approach that I have taken to building believ-
able social behaviors is controversial. I speculate about some ways to bridge the
gap between my methodology and more modular approaches without losing ar-
tistic control. Fourth, I present some ideas for extending the Tok agent architec-
ture to be even broader than it currently is. Finally, I suggest a number of other
application areas where the work described in this thesis might be applicable.

11.3.1 Why Characters Fail
While running the user study described in Chapters 6 and 10, I found that the
characters I built were reasonably good, but that in a few cases they broke the
user’s suspension of disbelief rather badly. I asked the users about the problems
they had suspending their disbelief and got a number of interesting answers that
might help direct future work towards making characters that are more
believable.

• Speed. One of the most common complaints was that it was hard to become
involved in the system when the response time is so slow. Each character only
takes about 1-2 seconds to respond on average, but with two characters and the
simulation processing that needs to be done, this can seem slow. Also, when
the interactions get more interesting, such as during complex negotiations or
fights, the agent’s tend to have more processing to do, which can make them
even slower. To top all this off, the system is written in Lisp and garbage col-
lects a few times during any given twenty-minute interaction, which makes the
system even less responsive. Past experience as well as evidence from
Horswill’s robots [Horswill94] indicates that speed of response is an important
element in creating believability, so increasing the speed of this system should
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make it more effective. (A note: the Woggle system is written in C and is fast
enough to produce real-time animation, so more speed even with the richer
personalities discussed here seems an achievable goal.)

• Natural language understanding. Another problem that users pointed to was
the inability of the characters to understand many simple sentences and ques-
tions. Although I did try to account for a good number of courses of conversa-
tion and seem to have done a reasonably good job in getting the characters to
understand language related to trading baseball cards, the NLU system is still a
simple keyword matcher with many limitations. Here’s an example from user
#15:

PLAYER> Sluggo: want to trade willie mays with ruth?

You are speaking to Sluggo.
Player’s voice says ``want to trade willie mays with
ruth?’’.
Sluggo is now red.
Sluggo is now scowling.
Sluggo is now tense.
Sluggo is speaking to you.
Sluggo’s voice says ``I don’t like making fancy trades,
dork!’’.

In this case, Sluggo has misunderstood the offer of Willie Mays for Babe Ruth
because the user used the word “with” instead of “for.” Sluggo parsed this to
be a multi-card, partial offer (like “What’ll you give me for Ruth and Mays?”)
which he is not smart enough to handle, so he responds aggressively. In this
case, however, his response is hard for the user to understand because the offer
wasn’t a very “fancy” offer.

• Repeated speech. One problem that almost always breaks believability is
when a character repeats itself. Because there is no natural language generation
system in these characters, I rely on canned text and simple templates. Al-
though I have created a number of variations for each speech act, they will
sometimes repeat. Here’s an example from user #5:

You are speaking to Melvin.
Player’s voice says ``I like Ted Williams better than Reggie
Jackson, though. Who’s your favorite baseball player? Mine
is Hank Aaron.’’.
Melvin is speaking to you.
Melvin’s voice says ``Sorry.  The aliens momentarily took
over my brain.  What trade do you want to make again?’’.

PLAYER> Melvin: Who’s your favorite player? Mine is Hank
Aaron. He’s the coolest.
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You are speaking to Melvin.
Player’s voice says ``Who’s your favorite player? Mine is
Hank Aaron. He’s the coolest.’’.
Melvin is speaking to you.
Melvin’s voice says ``The Klingon Emperor wants to know if
you would be willing to part with Hank Aaron for Reggie Jack-
son?’’.

PLAYER> Melvin: No way. Hank Aaron is way cooler than Reggie
Jackson.

You are speaking to Melvin.
Player’s voice says ``No way. Hank Aaron is way cooler than
Reggie Jackson.’’.
Melvin is speaking to you.
Melvin’s voice says ``Sorry.  The aliens momentarily took
over my brain.  What trade do you want to make again?’’.

In this example, Melvin has a canned response that he uses when the player
seems to have made a strange trade (“Sorry. The aliens momentarily took over
my brain. What trade do you want to make again?”). In this case, because
Melvin is looking for player names as indications of trade offers, he is con-
fused when the player mentions multiple players in a way that does not consti-
tute a legitimate offer. The player does this again with different names in the
third turn of the example and Melvin is still confused. The canned response is
effective once—it is terrible twice. Some work in this area is already being
pursued by Loyall [Loyall96].

• Social Issues. The only instance where a user mentioned social factors con-
tributing to a break in the user’s suspension of disbelief happened with user #2.
This user started the interaction by hitting Melvin. Melvin immediately re-
sponded by running away and sulking. The user then left Melvin alone and
traded with Sluggo for a while. When the player returned to the sandbox where
Melvin was, Melvin initiated a trade.
In this case, Melvin’s emotional response had worn off and his attitudes about
the player had changed to be less positive. This led Melvin to be less enthusias-
tic about trading with the player—he didn’t smile and he didn’t engage in any
of his Star Trek banter. However, trading at all seemed unreasonable to the us-
er. Melvin’s reaction should have been to avoid all interactions with the player
after being hit.
I had decided that the player being mean to Melvin should cause Melvin to like
the player less, but not dislike or fear the player enough to rule out all future in-
teractions. This meant that Melvin was able to be more or less friendly depend-
ing on the course the interaction. I now realize that I should have differentiated
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being very mean from ways the player could be less mean (like insulting
Melvin) and made the social interactions change more dramatically in response
to the more extreme kinds of actions on the part of the player. This is a matter
of increasing the importances of goals like not being hit; it could be done in a
matter of minutes at most.

• Emotion Issues. There were two cases where users claimed that emotions
were involved in breaking believability. The first turned out to be related to
emotions in appearance only; the second was a legitimate emotion problem.
The first case was user #12, who felt that Sluggo got angry much too quickly. It
turned out, however, that Sluggo’s aggression resulted from the following ex-
change:

Sluggo’s voice says ``Cool.  I didn’t know turd could
talk.’’.
PLAYER> Sluggo:  Hey! Why did you call me a turd?

You are speaking to Sluggo.
Player’s voice says ``Hey! Why did you call me a turd?’’.
Sluggo is now red.
Sluggo is now scowling.
Sluggo is now tense.
Sluggo is speaking to you.
Sluggo’s voice says ``Prepare to be pounded!’’.

Although this seems to be a problem with the emotion system, it is really an in-
stance of the limitations of the natural language understanding system. In this
case, Sluggo has simply matched the word “turd” and assumed that the play-
er’s utterance was an insult directed at him. Imagine replacing “Hey! Why did
you call me a turd?” with “Hey, you’re a turd!” and it becomes more clear why
Sluggo reacted as he did.
The second example came from user #4 who ran into difficulty when trying to
interact with Melvin from the tree house. Because Chuckie felt no fear, he had
no problems entering the tree house and interacting with the user even when
Sluggo was in the tree house. When the user tried to engage Melvin from the
tree house (Melvin was on the playground at the time), Melvin wanted to inter-
act but was too scared of Sluggo to enter the tree house. Instead of having
Melvin be direct and tell the user that he was too scared of Sluggo, Melvin
tried to indicate his situation by looking at the player, looking nervously at
Sluggo, and fidgeting. The user was unable to pick up on this subtlety and
found Melvin unresponsive and unbelievable.
In this case, the emotion, in combination with poor artistic decisions actually
hurt believability. I tried to follow the “show, don’t tell” advice of writing and
have Melvin act out his emotions instead of just speaking them. Unfortunately,
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I failed to follow the “show it clearly” axiom. This left the user confused and
unable to interact naturally with Melvin.

11.3.2 Extending Em
In Chapter 6, I described a three-subject study I ran to help suggest ways to im-
prove the Em tools. In addition to the suggestions from this study, which have al-
ready been discussed, I have a number of additional suggestions of ways to
extend Em that might be useful. My suggestions are ways to make Em even
more general and flexible than it currently is, though I don’t know which of these
ideas will actually prove useful to artists.

The emotion generation suggestions are a sampling of ideas from the emotion re-
search of Ortony, Clore, and Collins [Ortony88]. The ideas about emotion ex-
pression come from a wider range of sources and are cited below.

Some extensions to emotion generation
• The amount of control the agent has over the outcome of the goal can affect

the intensity of various emotion structures, like hope, fear, and anger. I would
attach an amount-of-control function with goals in a manner similar to that
used for computing the likelihood of goals succeeding and failing.

• The effort expended towards achieving a goal can affect the intensity of emo-
tion types like satisfaction and disappointment. Like the previous example,
this might be accomplished with a new function annotation for goals.

• The degree of success or failure (when this is relevant) of the goal can affect
the intensity and types of goal-based emotions. The idea of partial success or
failure might not fit cleanly into the Hap language; if necessary, Hap would
have to be extended.

• Whether the cause of the emotion is real, remembered, or imaginary can af-
fect the type and intensity of the emotion. Currently only real causes exist. If
other causes were to be used, there would either need to be new emotion gen-
erators written or the old generators would have to be modified to take infor-
mation about the type of object being processed into account.

• If a group or an agent from a group that an agent is involved with does some-
thing, that agent might have emotions as if the agent had performed the ac-
tion. This might be accomplished by modifying the existing standard-based
emotion generators (e.g., shame, pride) to take these sorts of relationships into
account.

• Social knowledge about how much an agent deserves a pleasing or displeas-
ing event can affect both the type and intensity of happy-for, pity, resentment,
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and gloating reactions. This might be accomplished by adding inferencing
(possibly very simple inferencing) to these generators to reason about when
agents are deserving or not deserving.

Some extensions to emotion expression
My belief is that between emotion generation and emotion expression, the most
important to focus on for future improvements is emotion expression. Here are a
few areas to explore.
• Memory. Emotions could be used to affect what characters remember. Being

in one emotional state could result in previous experiences of that state being
retrieved. Negative emotions (like sadness) could trigger goals to recall past
positive situations in order to help overcome the emotion. In order to achieve
these effects, some sort of episodic memory system is needed. The retrieval
mechanisms should allow for mood-based queries, so that emotional experi-
ences of a certain type can be recalled.

• Learning. Emotions could be used as signals to a learning system about when
or what to learn. They could also be used in some circumstances to set a quiet
state that is conducive to learning. To create this kind of effect, the agent
clearly needs some sort of learning system. Any restrictions on the type of
learning system are unclear. For ideas about the relationship between depres-
sion and learning, see [Webster92].

• Daydreaming. Emotions could drive many different kinds of daydreams, such
as dreams of revenge or dreams being driven by anger at someone. Mueller
[Mueller90] has examined the issue of the relationship between emotions and
daydreaming in depth.

• Natural Language. Although I use some natural language in the characters I
have built, I have not examined natural language issues in any depth in this re-
search. This is the subject of [Loyall96], [Kantrowitz96], [Hovy88] and other
related literature which I will not attempt to cite. Nonetheless, here are a few
suggestions about how the natural language architecture should take emotions
into account.

• Natural Language Generation

Lexical. Emotions should be able to affect word choice.

Syntactic. Emotions should be able to affect how sentences are structured.

Semantic. Emotions should be able to influence what to say.

Speech. Emotions should be able to influence speech behaviors in order to
achieve effects like talking quickly and nervous stuttering.
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• Natural Language Understanding

Attention. Emotions could cause attention to move away from or towards a
particular speaker.

Parsing. Emotions could influence parsing behaviors. For instance, an an-
gry agent may be too impatient to parse an overly complex sentence.

Understanding. Emotions could influence how a particular utterance is in-
terpreted. An example is deciding whether something is a sincere compli-
ment or a sarcastic insult.

11.3.3 Easing the Creation of Believable Social Behaviors
One drawback of my approach to building believable social behaviors is that by
requiring artists to rebuild social behaviors for each new character they create,
they lose all of the previous code that they wrote. For instance, if I were to create
a negotiating behavior for a new character, I would have to start almost from
scratch despite having created a number of variations of this behavior already. I
have argued that my approach is reasonable because it promotes better characters
and it allows a wide range of social behaviors. It would be nice, however, to keep
the benefits of my approach while supporting more code re-use.

I don’t have any full solutions to this problem, or I would have built them. I
would speculate, however, that there might be tools that could ease the process
of building believable social behaviors without taking control away from the art-
ist. For example, it might be possible to create a tool that would help artists add
some common aspects of the character’s personality to behaviors. One such tool
might assist in adding emotional tests to preconditions that affect how likely a
character is to engage in a certain social behavior. The artist would still be re-
sponsible for much of the character- and behavior-specific code, but it would
ease the task somewhat.

Another approach would be to create a large set of behavior libraries that artists
can build from. Although I don’t believe a full set of behaviors can be built and
that artists will therefore have to build new behaviors, this approach can be use-
ful at least some of the time. I also believe that much of the code in such library
behaviors will need to be modified, extended, or deleted to create personality-
rich behaviors. If only part of the code is useful, however, it still simplifies the
task. This approach runs the risk of encouraging generic behavior, since it is eas-
ier to use the generic code that has already been written, but I would hope that
good artists would make the effort to avoid such a trap.

One of the problems with making artists create social behaviors for each new
character is that it makes the problem of scaling up more difficult. The characters
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I have built were able to interact with users for 20 minutes at a time, with Sluggo
going for two 20 minute interactions with the same user. This shows that it is
possible to build short stories and individual scenes, but it is not clear that this
same technique would scale up to a character that needed to be in many different
scenes and have, say, a two hour life-span.

One suggestion is that it might be possible to create larger experiences out of a
number of smaller ones. For instance, there might be an interaction with six
scenes with a character that appears in all of them. There could be six different
variations of the character, one for each scene, that are built specifically to han-
dle interactions within a particular scene. This makes the problem of scaling up
almost linear. Presumably, there will have to be some state that is shared by mul-
tiple instantiations of the same character so that early interactions affect later
ones, but this state might be rather limited compared to the overall complexity of
one of these agents.

11.3.4 Extending Tok
Another interesting area to pursue is the continued filling out of the Tok agent ar-
chitecture. Tok is a fairly broad architecture, but it still has a number of holes,
such as episodic memory. To fill in these holes requires the development of new
capabilities for agents that are consistent with the artistic goals of building be-
lievable agents. The new capabilities also have to be integrated with the existing
capabilities. For instance, I have spoken a number of times about the possibility
for ties between the emotion and memory systems; once a memory system is in
place, one would need to flesh these links out.

There are also parts of the architecture like perception where there is currently a
working system that could be further developed artistically. For instance, percep-
tion should not just be a way of providing information to the other subsystems; it
should also be a form of expression itself. Sad agents could look down, afraid
agents could be wide eyed and focused on the cause of their fear, and nervous
agents could look around quickly. Each of these examples shows how the eyes
can be used not just as input devices, but as output devices for the emotion sys-
tem. The current Tok perception system allows for a little of this, but not in any
coherent, systematic way that also takes goals, actions, and other important fac-
ets of the agent’s internal state into account.

11.3.5 Other Application Areas
There are a number of classes of applications that might benefit from believable
social and emotional agents besides artistic applications. For instance, education-
al and training applications can put a student in a simulation with other agents
for some educational (as opposed to dramatic) purpose. Work along these lines is
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being done by Kass et al. at Northwestern University [Kass92]. These systems
have characters with social skills and some emotions, but they could be im-
proved to be even more emotional and have better personalities.

Improving the personalities of agents in education and training system has two
potential advantages. First, improving personalities would make the characters
more engaging and make the experience more enjoyable. This seems especially
important for children’s applications. Second, by applying artistic techniques to
create clearer characters, the system designer might be better able to focus on the
important aspects of the agents’ personalities from an educational standpoint. In
other words, the agents become more clear, though less realistic. This could po-
tentially be a powerful educational technique.

Another way that my tools might apply to training and education is to help create
more immersive environments. I have spent a lot of time trying to create robust
social agents—that is, agents that are able to act reasonably even when things go
in somewhat unexpected directions. Because this is a hard problem, current
training and education systems often use techniques like those used in games;
they use video or animation clips and limit interactions to point-and-click or
menu-based approaches (e.g., Kass’s GuSS system [Kass92]). Using my ap-
proach to building social agents, it might be possible to develop interfaces for
simulation-based training and education systems where the user has a greater
feeling of freedom than is currently available. This feeling of freedom could po-
tentially lead to more immersive and more effective educational experiences.

Another possible area to explore is robotics. Some initial work has already been
done in the creation of emotional robots (e.g., [Pfeifer93], [Yamamoto94]),
though with very simple tasks and emotion models. I also expect work like that
of Sloman and Beaudoin [Sloman94, Beaudoin94] to be useful in this area, even
though their goal is not explicitly a robotics one. Because my architecture has
been designed to be flexible, it could be useful as a testbed for the development
of emotion systems for robots that are not necessarily artistic.

Very little robotics research has been directed towards making human-robot in-
teractions go smoothly. I think my methodology might be useful in this area. If it
turns out that humans are more willing or more comfortable interacting with ro-
bots with interesting personalities, my methodology could be applied to this do-
main.

A similar issue comes up in the area of interface agents. Like robots, it isn’t clear
whether or not such agents should have engaging personalities. If personality-
rich agents are found to be effective interfaces, however, my methodology could
provide a starting point for the creation of such agents.
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11.4 The Art of Building Social and Emotional Believable Agents

In this thesis, I have discussed a lot of technology and a little bit of art, mostly as
it relates to the design of the technology. A critical element of success in this new
artistic medium will be the development of artistic methods for using the tools I
have built.

Artists develop their techniques through lots of practice and experimentation.
For instance, one of the keys to success for the early Disney animators was the
ability to use pencil sketches and other techniques to create quick prototypes;
this allowed them to test lots of ideas very quickly [Thomas81]. Similarly, I ex-
pect that many of the artistic techniques for creating believable agents will only
develop with time and practice. Throughout this thesis, I have tried to point out
what could be done with my tools—I have not, however, made artistic claims
about what should be done in order to be artistically most effective.

I look forward to the development of the art and to the new kinds of artists that
will make believable agents and interactive drama possible.
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APPENDIX A Traces from the Simulation Systems

In this appendix, I include traces of interactions with the three simulation sys-
tems that I described in the thesis: Robbery World, Office Politics, and The Play-
ground. I include two traces from each system. None of the traces in this
appendix have been edited except to remove system output, such as garbage col-
lection messages, and to fix some formatting in the preludes. Some of the output
is a little rough because it is all computer generated. Remember that the charac-
ters are the important thing here, not the interface.
In these traces, the user of the system types commands at the “PLAYER>”
prompt. Everything else is output by the computer.

A.1 Robbery World

In Robbery World, the player takes the part of a police officer who gets a call
about a convenience store holdup that he/she must try to stop. Here are two trac-
es from interactions with this world.

Trace #1
Welcome to the Pittsburgh police force!  You’ve been assigned to
the Squirrel Hill section of the city because of a rash of hold-
ups over the past few weeks.  So far things have been pretty qui-
et as you’ve been walking your beat.

You’re just about to start heading back to the station when the
dispatcher’s voice comes over your police radio:



242 BELIEVABLE SOCIAL AND EMOTIONAL AGENTS

``Report to the Quik-Go convenience store north of your
current location.  Robbery in progress.  Backup has
been notified.’’

Well, it looks like it might not be such a quiet day after all.

Good luck and be careful out there!

[Please hit CR.]

You are in the road.

   To the north, you see the parking lot.

   You are holding your gun.
   You are wearing your police uniform.
PLAYER> go north

   You go to the north.

You are in the parking lot.

   To the south, you see the road.

   To the north, you see the glass door.

   To the north, you see the convenience store.
   The counter, the cashier and the gunman are in the convenience
store.
   The gunman is holding his gun.
   The gunman is wearing the ski mask.
   The cashier is holding the bag.
   The cash register is on the counter.

   The car is in the parking lot.

   The gunman is now red.
   The gunman is now scowling.
   The gunman is now tense.
   The gunman is speaking to you.
   Gunman’s voice says ``Back off and nobody gets hurt!’’.
   The cashier is speaking to the gunman.
   Cashier’s voice says ``
   Please don’t kill me.  I’ll give you whatever you want.’’.
PLAYER> go north

   You go to the north.
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You are in the convenience store.

   To the south, you see the glass door.

   To the south, you see the parking lot.
   The car is in the parking lot.

   The counter, the cashier and the gunman are in the convenience
store.
   The gunman is holding his gun.
   The gunman is wearing the ski mask.
   The cashier is holding the bag.
   The cash register is on the counter.

   The gunman takes hostage the cashier.
   The cashier is now pale.
   The cashier is now bug-eyed.
   The cashier is now trembling.
   The cashier waits.
PLAYER> gunman: aim my gun at the gunman

   You are speaking to the gunman.
   Player’s voice says ``aim my gun at the gunman’’.
   The gunman is speaking to you.
   Gunman’s voice says ``I’ve got a hostage.  Back off or he gets
it.’’.
   The cashier waits.
PLAYER> gunman: let him go now!

   You are speaking to the gunman.
   Player’s voice says ``let him go now!’’.
   The gunman is speaking to you.
   Gunman’s voice says ``I’ll do what I want to do.  Now shut
up!’’.
   The cashier waits.
PLAYER> gunman: this is your last warning, free the hostage or
else!

   You are speaking to the gunman.
   Player’s voice says ``
   this is your last warning, free the hostage or else!’’.
   The gunman runs to the parking lot.
   The cashier runs to reluctantly the parking lot.
PLAYER> shoot the gunman

   Your action failed because you missed your target.

   You hear a gunshot.
   The gunman gets in the car.
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   The cashier gets in reluctantly the car.
PLAYER> again
The thief drives off.  He seems to have escaped.

Trace #2
Welcome to the Pittsburgh police force!  You’ve been assigned to
the Squirrel Hill section of the city because of a rash of hold-
ups over the past few weeks.  So far things have been pretty qui-
et as you’ve been walking your beat.

You’re just about to start heading back to the station when the
dispatcher’s voice comes over your police radio:

``Report to the Quik-Go convenience store north of your
current location.  Robbery in progress.  Backup has
been notified.’’

Well, it looks like it might not be such a quiet day after all.

             Good luck and be careful out there!

[Please hit CR.]

You are in the road.

   To the north, you see the parking lot.

   You are holding your gun.
   You are wearing your police uniform.
PLAYER> go north

   You go to the north.

You are in the parking lot.

   To the south, you see the road.

   To the north, you see the glass door.

   To the north, you see the convenience store.
   The counter, the cashier and the gunman are in the convenience
store.
   The gunman is holding his gun.
   The gunman is wearing the ski mask.
   The cashier is holding the bag.
   The cash register is on the counter.
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   The car is in the parking lot.

   The gunman is now red.
   The gunman is now scowling.
   The gunman is now tense.
   The gunman is speaking to you.
   Gunman’s voice says ``Back off and nobody gets hurt!’’.
   The cashier is speaking to the gunman.
   Cashier’s voice says ``
   Please don’t kill me.  I’ll give you whatever you want.’’.
PLAYER> gunman: Come out now, you low-life scum!

   You are speaking to the gunman.
   Player’s voice says ``Come out now, you low-life scum!’’.
   The gunman is speaking to you.
   Gunman’s voice says ``
   Hey, shut your trap!  I ain’t listening to none of your
crap!’’.
   The cashier opens the cash register.
PLAYER> gunman: Okay, jerk, this is you last warning!

   You are speaking to the gunman.
   Player’s voice says ``Okay, jerk, this is you last warning!’’.
   The gunman is speaking to the cashier.
   Gunman’s voice says ``Move it or you’ll be sorry!’’.
   The cashier takes money.
PLAYER> shoot the gunman

   Your action failed because you missed your target.

   You hear a gunshot.
   The gunman aims his gun at you.
   The cashier places money in the bag.
PLAYER> shoot the gunman

   You shoot the gunman.
   You hear a gunshot.
   The gunman is now wounded.
   The gunman is now pale.
   The gunman is now bug-eyed.
   The gunman is now trembling.
   The gunman fires his gun at you.
    The bullet missed its target

   You hear a gunshot.
   The cashier offers the bag to the gunman.
PLAYER> shoot the gunman
You killed the gunman; the holdup is thwarted.  Too bad about all
that paperwork.
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A.2 Office Politics

In this simulation, the player takes the part of a project manager at MegaCorp.
The player is responsible for getting out an important project proposal by 5pm,
but the email server is down. The player has to get help from the other characters
in the world, which include Mary, the player’s boss; Sarah, another busy project
manager with a hidden desire to make the player look bad; and Gus, the one-
man, overworked tech support department.

Trace #1
After a long time flipping burgers, repairing copiers, and sell-
ing used sporting equipment, you finally got your break with
MegaCorp. Congratulations and welcome to the corporate world.  If
all goes well, you might even be promoted to manager someday.

Your current task is to send some email to a prospective client.
If you want to get this project, you’ve got to get the mail out
by 5:00 today.  Unfortunately, the mail server is down and you
didn’t learn how to fix email servers at your copier repair job.

Fortunately, there are a number of people around the office who
might be able (and willing) to help you.  Mary is your boss.  She
is usually very busy, but this is an important project and she
might be able to help.  Gus is the server maintainer.  He’s usu-
ally the person to ask, but he can also be very busy and might
not be able to help you in time.  Sarah is a co-worker of yours.
She’s got a deadline of her own to meet, so she’s probably not
going to have time to help you out.

  Good luck!

[Please hit CR.]

You are in the office.

   To the north, you see the western hallway.

   The desk and the chair are in your office.

[You’re not carrying anything.]

   You are wearing your business suit.
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   You are speaking.
   Player’s voice says ``
     Welcome to ``Office Politics’’!  For some suggestions on how
to use
     Oz, type help.  For help with this simulation, type help-
world.’’.
[4:32] PLAYER> go north

   You go to the north.

You are in the western hallway.

   To the north, you see Mary’s office.
   The desk, the chair and Mary are in Mary’s office.

   To the south, you see your office.
   The desk and the chair are in your office.

   To the east, you see the eastern hallway.

   Mary works.
[4:33] PLAYER> go north

   You go to the north.

You are in the Mary’s office.

   To the south, you see the western hallway.

   The desk, the chair and Mary are in Mary’s office.

   Mary works.
[4:34] PLAYER> mary: can you help me fix the server?  it’s down
again.

   You are speaking to Mary.
   Player’s voice says ``
   can you help me fix the server?  it’s down again.’’.
   Mary is speaking to you.
   Mary’s voice says ``
   I don’t know how to fix the server.  Why don’t you ask Gus?’’.
[4:35] PLAYER> mary: okay, thanks

   You are speaking to Mary.
   Player’s voice says ``okay, thanks’’.
   Mary is speaking to you.
   Mary’s voice says ``You’re welcome.’’.
[4:36] PLAYER> go south
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   You go to the south.

You are in the western hallway.

   To the north, you see Mary’s office.
   The desk, the chair and Mary are in Mary’s office.

   To the south, you see your office.
   The desk and the chair are in your office.

   To the east, you see the eastern hallway.

   Mary works.
[4:37] PLAYER> go east

   You go to the east.

You are in the eastern hallway.

   To the east, you see the equipment room.

   To the north, you see Sarah’s office.
   The desk and the chair are in Sarah’s office.

   To the south, you see Gus’s office.
   The desk, the chair and Gus are in Gus’s office.

   To the west, you see the western hallway.

   Sarah is in the eastern hallway.
   Sarah is holding the project report.

   Sarah is speaking to you.
Sarah’s voice says ``Could you fix the copier for me?

Please.’’.
   Gus works.
[4:38] PLAYER> sarah: sure, if you fix the server for me.

   You are speaking to Sarah.
   Player’s voice says ``sure, if you fix the server for me.’’.
   Sarah is speaking to you.
   Sarah’s voice says ``Great!  Thanks a lot.’’.
   Gus works.
[4:39] PLAYER> sarah: so where is the copier again?

   You are speaking to Sarah.
   Player’s voice says ``so where is the copier again?’’.



Office Politics

BELIEVABLE SOCIAL AND EMOTIONAL AGENTS 249

   Sarah is speaking to you.
   Sarah’s voice says ``It’s in the equipment room.’’.
   Gus works.
[4:40] PLAYER> sarah: ah, right, thanks.

   You are speaking to Sarah.
   Player’s voice says ``ah, right, thanks.’’.
   Sarah is speaking to you.
   Sarah’s voice says ``Sure, anytime.’’.
   Gus works.
[4:41] PLAYER> go east

   You go to the east.

You are in the equipment room.

   To the west, you see the eastern hallway.
   Sarah is in the eastern hallway.

   The email server and the copier are in the equipment room.

   Sarah goes to the equipment room.
[4:42] PLAYER> examine the copier

   You look at the copier.
   The copier is in the equipment room.
   The copier is not working.

   Sarah waits.
[4:43] PLAYER> repair the copier

   You fix the copier.
   The copier is now working.
   Sarah places the project report on the copier.
[4:44] PLAYER> sarah: could you fix the server before you do
that?

   You are speaking to Sarah.
   Player’s voice says ``could you fix the server before you do
that?’’.
   Sarah is speaking to you.
   Sarah’s voice says ``
   Don’t worry, I’ll take care of that by 5:00 for you.’’.
[4:45] PLAYER> sarah: are you sure?  this is really important.

   You are speaking to Sarah.
Player’s voice says ``are you sure?  this is really impor-

tant.’’.
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   Sarah copies the project report.
[4:46] PLAYER> z

   You wait.
   Sarah takes the project report.
[4:47] PLAYER> z

   You wait.
   Sarah takes the copy.
[4:48] PLAYER> z

   You wait.
   Sarah goes to the eastern hallway.
[4:49] PLAYER> w

   You go to the west.

You are in the eastern hallway.

   To the east, you see the equipment room.

   To the north, you see Sarah’s office.
   The desk and the chair are in Sarah’s office.

   To the south, you see Gus’s office.
   The desk, the chair and Gus are in Gus’s office.

   To the west, you see the western hallway.

   Sarah is in the eastern hallway.
   Sarah is holding the project report and the copy.

   Sarah goes to Sarah’s office.
   Gus works.
[4:50] PLAYER> n

   You go to the north.

You are in the Sarah’s office.

   To the south, you see the eastern hallway.

   The desk, the chair and Sarah are in Sarah’s office.
   Sarah is holding the project report and the copy.

   Sarah works.
[4:51] PLAYER> Sarah: it’s almost 5:00 -- could you fix the serv-
er now?
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   You are speaking to Sarah.
   Player’s voice says ``
   it’s almost 5:00 -- could you fix the server now?’’.
   Sarah is speaking to you.
   Sarah’s voice says ``

I can’t do it this minute, but I’ll get to it before the end
of the day.’’.
[4:52] PLAYER> s

   You go to the south.

You are in the eastern hallway.

   To the east, you see the equipment room.

   To the north, you see Sarah’s office.
   The desk, the chair and Sarah are in Sarah’s office.

   To the south, you see Gus’s office.
   The desk, the chair and Gus are in Gus’s office.

   To the west, you see the western hallway.

   Sarah works.
   Gus works.
[4:53] PLAYER> s

   You go to the south.

You are in the Gus’s office.

   To the north, you see the eastern hallway.

   The desk, the chair and Gus are in Gus’s office.

   Gus works.
[4:54] PLAYER> gus: please help me, I need the email server fixed
pronto

   You are speaking to Gus.
   Player’s voice says ``
   please help me, I need the email server fixed pronto’’.
   Gus is speaking to you.
   Gus’s voice says ``
   Sorry, bud.  I’d like to help, but I’m swamped today.’’.
[4:55] PLAYER> gus: this is really important; I have a 5:00 dead-
line so I’m in a hurry
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   You are speaking to Gus.
   Player’s voice says ``
   this is really important; I have a 5:00 deadline so I’m in a
hurry’’.
   Gus is speaking to you.
   Gus’s voice says ``Oh, OK.  I’ll help you out, bud.’’.
[4:56] PLAYER> gus: thanks a lot!

   You are speaking to Gus.
   Player’s voice says ``thanks a lot!’’.
   Gus goes to the eastern hallway.
[4:57] PLAYER> n

   You go to the north.

You are in the eastern hallway.

   To the east, you see the equipment room.

   To the north, you see Sarah’s office.
   The desk, the chair and Sarah are in Sarah’s office.

   To the south, you see Gus’s office.
   The desk and the chair are in Gus’s office.

   To the west, you see the western hallway.

   Gus is in the eastern hallway.

   Sarah works.
   Gus goes to the equipment room.
[4:58] PLAYER> e
The email server has been fixed and you are able to send
your mail in time.  Congratulations on a fine day’s work.

Trace #2
After a long time flipping burgers, repairing copiers, and sell-
ing used sporting equipment, you finally got your break with
MegaCorp. Congratulations and welcome to the corporate world.  If
all goes well, you might even be promoted to manager someday.

Your current task is to send some email to a prospective client.
If you want to get this project, you’ve got to get the mail out
by 5:00 today.  Unfortunately, the mail server is down and you
didn’t learn how to fix email servers at your copier repair job.
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Fortunately, there are a number of people around the office who
might be able (and willing) to help you.  Mary is your boss.  She
is usually very busy, but this is an important project and she
might be able to help.  Gus is the server maintainer.  He’s usu-
ally the person to ask, but he can also be very busy and might
not be able to help you in time.  Sarah is a co-worker of yours.
She’s got a deadline of her own to meet, so she’s probably not
going to have time to help you out.

  Good luck!

[Please hit CR.]

You are in the office.

   To the north, you see the western hallway.

   The desk and the chair are in your office.

[You’re not carrying anything.]

   You are wearing your business suit.

   You are speaking.
   Player’s voice says ``

Welcome to ``Office Politics’’!  For some suggestions on how
to use

Oz, type help.  For help with this simulation, type help-
world.’’.
[4:32] PLAYER> go north

   You go to the north.

You are in the western hallway.

   To the north, you see Mary’s office.
   The desk, the chair and Mary are in Mary’s office.

   To the south, you see your office.
   The desk and the chair are in your office.

   To the east, you see the eastern hallway.

   Mary works.
[4:33] PLAYER> go east

   You go to the east.
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You are in the eastern hallway.

   To the east, you see the equipment room.

   To the north, you see Sarah’s office.
   The desk, the chair and Sarah are in Sarah’s office.

   To the south, you see Gus’s office.
   The desk, the chair and Gus are in Gus’s office.

   To the west, you see the western hallway.

   Sarah takes NO-REFERENT.
   Gus works.
[4:34] PLAYER> go south

   You go to the south.

You are in the Gus’s office.

   To the north, you see the eastern hallway.

   The desk, the chair and Gus are in Gus’s office.

   Gus works.
[4:35] PLAYER> Gus: Hi!

   You are speaking to Gus.
   Player’s voice says ``Hi!’’.
   Sarah goes to NO-REFERENT.
   Gus is speaking to you.
   Gus’s voice says ``Hey, bud!’’.
[4:36] PLAYER> Gus: Can you help me fix the email server?

   You are speaking to Gus.
   Player’s voice says ``Can you help me fix the email server?’’.
   Gus is speaking to you.
   Gus’s voice says ``
   Sorry, bud.  I’d like to help, but I’m swamped today.’’.
[4:37] PLAYER> Gus: Oh, okay.  Thanks anyway.

   You are speaking to Gus.
   Player’s voice says ``Oh, okay.  Thanks anyway.’’.
   Sarah goes to Gus’s office.
   Gus is speaking to you.
   Gus’s voice says ``No problem, dude.’’.
[4:38] PLAYER> Sarah: Hi.
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   You are speaking to Sarah.
   Player’s voice says ``Hi.’’.
   Sarah is speaking to you.
   Sarah’s voice says ``Hi.’’.
   Gus works.
[4:39] PLAYER> go north

   You go to the north.

You are in the eastern hallway.

   To the east, you see the equipment room.

   To the north, you see Sarah’s office.
   The desk and the chair are in Sarah’s office.

   To the south, you see Gus’s office.
   The desk, the chair, Gus and Sarah are in Gus’s office.

   To the west, you see the western hallway.

   Sarah is speaking to you.
Sarah’s voice says ``Could you fix the copier for me?

Please.’’.
   Gus works.
[4:40] PLAYER> Sarah: Sorry, I’m too busy today.

   You are speaking to Sarah.
   Player’s voice says ``Sorry, I’m too busy today.’’.
   Sarah is speaking to Gus.
   Sarah’s voice says ``Hey, would you fix the copier for me?’’.
   Gus is speaking to Sarah.
   Gus’s voice says ``
   Sorry, I can’t do it right now, but I’ll get to it first thing
tomorrow.’’.
[4:41] PLAYER> go west

   You go to the west.

You are in the western hallway.

   To the north, you see Mary’s office.
   The desk, the chair and Mary are in Mary’s office.

   To the south, you see your office.
   The desk and the chair are in your office.

   To the east, you see the eastern hallway.
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   Mary works.
[4:42] PLAYER> go north

   You go to the north.

You are in the Mary’s office.

   To the south, you see the western hallway.

   The desk, the chair and Mary are in Mary’s office.

   Mary works.
[4:43] PLAYER> mary: Mary, can you help me fix the email server?

   You are speaking to Mary.
Player’s voice says ``Mary, can you help me fix the email

server?’’.
   Mary is speaking to you.
   Mary’s voice says ``
   I don’t know how to fix the server.  Why don’t you ask Gus?’’.
[4:44] PLAYER> Mary: I did, but gus is too busy to do it.

   You are speaking to Mary.
   Player’s voice says ``I did, but gus is too busy to do it.’’.
   Mary is speaking to you.
   Mary’s voice says ``

Alright, I’ll talk to Gus, but I really don’t have time for
this.’’.
[4:45] PLAYER> mary: Thanks, Mary.

   You are speaking to Mary.
   Player’s voice says ``Thanks, Mary.’’.
   Mary goes to the western hallway.
[4:46] PLAYER> go south

   You go to the south.

You are in the western hallway.

   To the north, you see Mary’s office.
   The desk and the chair are in Mary’s office.

   To the south, you see your office.
   The desk and the chair are in your office.

   To the east, you see the eastern hallway.
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   Mary is in the western hallway.

   Mary goes to the eastern hallway.
[4:47] PLAYER> go east

   You go to the east.

You are in the eastern hallway.

   To the east, you see the equipment room.

   To the north, you see Sarah’s office.
   The desk, the chair and Sarah are in Sarah’s office.

   To the south, you see Gus’s office.
   The desk, the chair and Gus are in Gus’s office.

   To the west, you see the western hallway.

   Mary is in the eastern hallway.

   Sarah works.
   Mary goes to Gus’s office.
   Gus works.
[4:48] PLAYER> go south

   You go to the south.

You are in the Gus’s office.

   To the north, you see the eastern hallway.

   The desk, the chair, Gus and Mary are in Gus’s office.

   Mary is speaking to Gus.
   Mary’s voice says ``
   Gus, could you fix the email server?  We’re in a bit of a rush.
Thanks.’’.
   Gus is speaking to Mary.
   Gus’s voice says ``I’ll do that right now.’’.
[4:49] PLAYER> wait

   You wait.
   Mary waits.
   Gus goes to the eastern hallway.
[4:50] PLAYER> go north

   You go to the north.
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You are in the eastern hallway.

   To the east, you see the equipment room.

   To the north, you see Sarah’s office.
   The desk, the chair and Sarah are in Sarah’s office.

   To the south, you see Gus’s office.
   The desk, the chair and Mary are in Gus’s office.

   To the west, you see the western hallway.

   Gus is in the eastern hallway.

   Sarah works.
   Mary goes to the eastern hallway.
   Gus goes to the equipment room.
[4:51] PLAYER> go east
The email server has been fixed and you are able to send
your mail in time.  Congratulations on a fine day’s work.

A.3 The Playground

In this world, the player is a child on a schoolyard playground. The player has a
few baseball cards and wants to get a Willie Mays trading card. The other char-
acters are two other children, Melvin and Sluggo.

Trace #1
The recess bell has just rung and it’s time to really
start working.  Math, English, and Social Studies are
nothing compared to the harsh competition out on the
playground.

Try to collect baseball cards of players you like by
trading with the other kids on the playground.  Who
knows, this may even be your big chance to get that
Willie Mays card you’ve been trying to get for so long!

Have fun!

[Please hit CR.]

You are in the playground.
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   The sand box, the jungle gym and the tree house are in the
playground.
   Sluggo is in the tree house.
   Sluggo is holding a Willie Mays trading card, a
   Jose Canseco trading card and a Catfish Hunter trading card.
   Melvin is in the sand box.
   Melvin is holding a Tom Seaver trading card, a
   Mickey Mantle trading card and a Reggie Jackson trading card.
   Melvin is wearing his eye glasses.

   You are holding a Babe Ruth trading card, a Ted Williams trad-
ing card
   and a Henry Aaron trading card.
PLAYER> get in the tree house

   You go into the tree house.
   Sluggo is speaking to you.
   Sluggo’s voice says ``Wanna trade Catfish Hunter for Babe
Ruth?’’.
   Melvin plays.
PLAYER> Sluggo: How about Ruth for Mays instead?

   You are speaking to Sluggo.
   Player’s voice says ``How about Ruth for Mays instead?’’.
   Sluggo is speaking to you.
   Sluggo’s voice says ``I’ll swap you Jose Canseco for Babe
Ruth.  Deal?’’.
   Melvin is now smiling.
   Melvin looks nervously at Sluggo.
PLAYER> get in the sandbox

   You go into the sand box.
   Sluggo is speaking to you.
   Sluggo’s voice says ``Hey, jerk, I was talking to you.’’.
   Melvin is speaking excitedly to you.
   Melvin’s voice says ``
   Hey Vulcan, I’ll trade you Mickey Mantle for Babe Ruth, which
might help if you’re trying to get Willie Mays from Sluggo!’’.
PLAYER> Melvin: Cool.  Thanks.

   You are speaking to Melvin.
   Player’s voice says ``Cool.  Thanks.’’.
   Sluggo is now red.
   Sluggo is now scowling.
   Sluggo is now tense.
   Sluggo swears.
   Melvin fidgits.
PLAYER> give ruth to melvin
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   You offer a Babe Ruth trading card to Melvin.
   Sluggo is now frowning.
   Sluggo glares at you.
   Melvin takes a Babe Ruth trading card.
PLAYER> melvin: okay, now give me mantle

   You are speaking to Melvin.
   Player’s voice says ``okay, now give me mantle’’.
   Sluggo scowls at you.
   Melvin offers a Mickey Mantle trading card to you.
PLAYER> take mantle

   You take a Mickey Mantle trading card.
   Sluggo swears.
   Melvin is speaking to you.
   Melvin’s voice says ``
   I believe that your I.Q. may almost approach my own Vulcan-
like intelligence.’’.
PLAYER> Melvin: Well thanks for saying so.

   You are speaking to Melvin.
   Player’s voice says ``Well thanks for saying so.’’.
   Sluggo smokes.
   Melvin is speaking to you.
   Melvin’s voice says ``You’re very welcome, Vulcan.’’.
PLAYER> get in the tree house

   You go into the tree house.
   Sluggo swears.
   Melvin looks nervously at Sluggo.
PLAYER> Sluggo: Hi again.

   You are speaking to Sluggo.
   Player’s voice says ``Hi again.’’.
   Sluggo is speaking to you.
   Sluggo’s voice says ``Cool.  I didn’t know turd could talk.’’.
   Melvin gets on the jungle gym.
PLAYER> Sluggo: So, do you want to trade mantle for mays?

   You are speaking to Sluggo.
   Player’s voice says ``So, do you want to trade mantle for
mays?’’.
   Sluggo is speaking to you.
   Sluggo’s voice says ``Bud, it’s a deal.’’.
   Melvin looks at you.
PLAYER> wait

   You wait.
   Sluggo offers a Willie Mays trading card to you.
   Melvin gets on the jungle gym.
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PLAYER> take mays

Congratulations.  You got Willie Mays.

Trace #2
The recess bell has just rung and it’s time to really
start working.  Math, English, and Social Studies are
nothing compared to the harsh competition out on the
playground.

Try to collect baseball cards of players you like by
trading with the other kids on the playground.  Who
knows, this may even be your big chance to get that
Willie Mays card you’ve been trying to get for so long!

                    Have fun!

[Please hit CR.]

You are in the playground.

   The sand box, the jungle gym and the tree house are in the
playground.
   Sluggo is in the tree house.
   Sluggo is holding a Willie Mays trading card, a
   Jose Canseco trading card and a Catfish Hunter trading card.
   Melvin is in the sand box.
   Melvin is holding a Tom Seaver trading card, a
   Mickey Mantle trading card and a Reggie Jackson trading card.
   Melvin is wearing his eye glasses.

   You are holding a Babe Ruth trading card, a Ted Williams trad-
ing card
   and a Henry Aaron trading card.
PLAYER> get in the sandbox

   You go into the sand box.
   Sluggo spits.
   Melvin is now smiling.
   Melvin is speaking to you.
   Melvin’s voice says ``
   Salutations, Vulcan ambassador!  The Klingon high command has
sent me in search of baseball cards.’’.
PLAYER> melvin: What cards do the Klingon high command want?

   You are speaking to Melvin.
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   Player’s voice says ``What cards do the Klingon high command
want?’’.
   Sluggo smokes.
   Melvin is speaking to you.
   Melvin’s voice says ``
   The Klingon Emperor wants to know if you would be willing to
part with Babe Ruth for Reggie Jackson?’’.
PLAYER> Melvin: No way!

   You are speaking to Melvin.
   Player’s voice says ``No way!’’.
   Sluggo spits.
   Melvin is speaking to you.
   Melvin’s voice says ``
   I wouldn’t be hasty if I were you.  Reggie Jackson for Babe
Ruth is a trade any Ferengi would be proud of.’’.
PLAYER> Melvin: How about Ruth for Jackson and Mantle?

   You are speaking to Melvin.
   Player’s voice says ``How about Ruth for Jackson and Man-
tle?’’.
   Sluggo swears.
   Melvin is speaking to you.
   Melvin’s voice says ``
   Captain Kirk would never settle for less than Babe Ruth and
Ted Williams for Reggie Jackson and Mickey Mantle.’’.
PLAYER> Melvin: I don’t know...

   You are speaking to Melvin.
   Player’s voice says ``I don’t know...’’.
   Sluggo smokes.
   Melvin whistles.
PLAYER> Sluggo: Hey, Sluggo, you shouldn’t smoke.

   You are speaking to Sluggo.
   Player’s voice says ``Hey, Sluggo, you shouldn’t smoke.’’.
   Sluggo is speaking to you.
   Sluggo’s voice says ``I do what I want, get it?’’.
   Melvin adjusts his eye glasses.
PLAYER> Sluggo: Okay, if you want to be a dork, go ahead.

   You are speaking to Sluggo.
   Player’s voice says ``Okay, if you want to be a dork, go
ahead.’’.
   Sluggo is now red.
   Sluggo is now scowling.
   Sluggo is now tense.
   Sluggo is speaking to you.
   Sluggo’s voice says ``Prepare to be pounded!’’.
   Melvin is speaking to you.
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   Melvin’s voice says ``
   Are there any cards we (the Klingon high command and I) can of-
fer you in return for Babe Ruth?’’.
PLAYER> Sluggo: You don’t scare me, you big jerk!

   You are speaking to Sluggo.
   Player’s voice says ``You don’t scare me, you big jerk!’’.
   Sluggo goes into the sand box.
   Melvin is now pale.
   Melvin is now bug-eyed.
   Melvin is now trembling.
   Melvin goes into the tree house.
PLAYER> punch sluggo

   You punch Sluggo.
   Sluggo drops a Catfish Hunter trading card.
   Sluggo is now wounded.
   Sluggo punches you.
   You drop a Babe Ruth trading card.
   You drop a Ted Williams trading card.
   You drop a Henry Aaron trading card.
   You are now wounded.
   Melvin plays.
PLAYER> Sluggo: Uncle! Uncle! I give up.

   You are speaking to Sluggo.
   Player’s voice says ``Uncle! Uncle! I give up.’’.
   Sluggo punches you.
    The swing missed.

   Melvin plays.
PLAYER> punch sluggo

   Your action failed because you didn’t land an effective blow.

   Sluggo punches you.
   You are now unconscious.
   Melvin plays.

******** You have been knocked unconscious. ********
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APPENDIX B User Studies

This appendix includes some supporting materials to accompany the discussion
of user studies that I ran.

Study 1 involved users interacting with two versions of The Playground and ana-
lyzing the characters. Section B.1 contains the instruction sheets and the ques-
tionnare for that study.

Study 2 involved subjects analyzing traces of three interactions with Robbery
World. The traces included information about the emotion processing of one of
the agents and the users were asked to analyze that information. Section B.2 con-
tains the first of the three traces that I asked the subjects to analyze.

B.1 Study 1: Evaluating the Characters on The Playground

This study and its results are detailed in Chapters 6 and 10. This section includes
the forms used in the study. First is the introduction and instruction sheet, fol-
lowed by the questionnaire.
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Instruction sheet (page 1 of 3):
Before you begin, please read the following instructions:
_________________________________________________________________________

In the following experiment, you will be interacting with a number of characters is a simulated setting.

You get to control what actions you take by typing them in at the PLAYER> prompt. What you can see
and hear in the world will be described to you.

You will be given as much time as you need to read the instruction sheet and the on-screen prelude. At
any time during the encounter, you should feel free to refer back to the help sheet.

Feel free to interact with these characters any way you want, but your goal is not to break the charac-
ters or find their flaws. If the characters seem to ‘‘break’’ please continue with the simulation anyway.

You may use a pencil and paper to take notes during the encounter (e.g., to remember who owns what
objects).

There will be occasional delays after you enter your action. These occur for many reasons. When this
happens, please be patient. The system will return to the prompt after a few seconds.

Your interaction will end when either the simulation comes to a natural end or the experimentor call
time.
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Instruction sheet (page 2 of 3):
Here are some useful hints for interacting specifically with the playground simulation. You should
read these hints even if you are familiar with other Oz worlds:
______________________________________________________________________________

Welcome to ‘‘The Playground’’. During this simulation, you will play the part of a child on a
playground during recess.

During your interactions with the other characters in this environment, here are a couple of things
to keep in mind.

SPEAKING

Speak to other characters by putting their name followed by a colon, followed by what you want
to say. For example:

PLAYER> Melvin: Hello.
You are speaking to Melvin.
Player’s voice says ‘‘Hello.’’.

SWAPPING CARDS

One thing to do is to trade baseball cards with the other children. To do this, you will need to
speak with whomever you are trading with. For instance:

PLAYER> Melvin: Wanna trade Reggie Jackson for Ruth?

If the other child accepts your offer, or you accept one of their offers, you will be able to hand the
cards back and forth. When handing over a card, be sure to indicate who you are handing it to.
Also, you can only hand over one thing at a time. For example:

PLAYER> Give Babe Ruth to Melvin

You will not be able to take a card until it is offered to you. In some cases, you may need to wait a
moment until the other child offers you the card. For example:

Melvin says, ‘‘OK, I’ll make that trade.’’

PLAYER> wait
You wait.
Melvin offers you the Reggie Jackson trading card.

PLAYER> take the card
You take the Reggie Jackson trading card.
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Instruction sheet (page 3 of 3):
MOVING AROUND

There are a number of places in the playground for you to be and you can move freely between them.
You can see from one location to another, but it is sometimes hard to interact effectively with other
characters from a distance.

The locations are not in a north-south-east-west configuration. To get to another location you will need
to indicate where you want to go. For example:

PLAYER> climb in the tree house
PLAYER> get in the sand box
PLAYER> get on the jungle gym

Particularly note this one, since it’s a little unusual:

PLAYER> get in the playground

EXAMINING YOUR SURROUNDINGS

PLAYER> look around
Tells you what is around you. “l” is an abbreviation.

PLAYER> inventory
Tells you what you are carrying. “i” is an abbreviation.
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Questionnaire: (page 1 of 7):
Impression of the Playground Characters

I. Here are some adjectives used to describe people. Please circle the number that indicates your
impression of Sluggo. If you think the value changed over the course of the interaction, please mark a
high and a low value on the scale.

Depressed 1 2 3 4 5 6 7 Cheerful

Unfriendly 1 2 3 4 5 6 7 Friendly

Pessimistic 1 2 3 4 5 6 7 Optimistic

Ignorant 1 2 3 4 5 6 7 Knowledgeable

Irresponsible 1 2 3 4 5 6 7 Responsible

Unintelligent 1 2 3 4 5 6 7 Intelligent

Foolish 1 2 3 4 5 6 7 Sensible

Disliked me 1 2 3 4 5 6 7 Liked me

Competetive 1 2 3 4 5 6 7 Cooperative

Passive 1 2 3 4 5 6 7 Dominant

Unemotional 1 2 3 4 5 6 7 Emotional

Poor negotiator 1 2 3 4 5 6 7 Great negotiator
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Questionnaire (page 2 of 7):
II. Here are some questions about your impression of Sluggo. Please circle the number that indicates
your response.

How much did you like Sluggo (as a person)?
Not at all 1 2 3 4 5 6 7 Very much

As a user, did you enjoy interacting with Sluggo (even if things didn’t go your character’s way and/or
you didn’t like him very much)?
Not at all 1 2 3 4 5 6 7 Very much

Did you feel Sluggo was being responsive to you or was he just following a script?
Script 1 2 3 4 5 6 7 Responsive

Do you think Sluggo had a clearly conveyed personality?
Not at all 1 2 3 4 5 6 7 Very much

Did Sluggo’s personality come across even when he was negotiating with you?
Not at all 1 2 3 4 5 6 7 Very much

How good a character was Sluggo? (Pretend you’re a movie critic critiquing the quality of the charac-
ters.)
Awful chcracter 1 2 3 4 5 6 7 Great character

Do you think Sluggo wanted to be your friend?
Not at all 1 2 3 4 5 6 7 Yes, definitely

Did Sluggo ever do anything to disrupt your “suspension of disbelief”?
Never 1 2 3 4 5 6 7 All the time

If you think Sluggo tried to become friends with you, please answer the following two questions:
How good a job did Sluggo do at winning you over to be his friend?
Terrible job 1 2 3 4 5 6 7 Great job

Did Sluggo’s personality come across even when he was trying to become friends with you?
Not at all 1 2 3 4 5 6 7 Very much
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Questionnaire (page 3 of 7): [This is identical to page 1, but for Melvin.]
III. Here are some adjectives used to describe people. Please circle the number that indicates your
impression ofMelvin. If you think the value changed over the course of the interaction, please mark a
high and a low value on the scale.

Depressed 1 2 3 4 5 6 7 Cheerful

Unfriendly 1 2 3 4 5 6 7 Friendly

Pessimistic 1 2 3 4 5 6 7 Optimistic

Ignorant 1 2 3 4 5 6 7 Knowledgeable

Irresponsible 1 2 3 4 5 6 7 Responsible

Unintelligent 1 2 3 4 5 6 7 Intelligent

Foolish 1 2 3 4 5 6 7 Sensible

Disliked me 1 2 3 4 5 6 7 Liked me

Competetive 1 2 3 4 5 6 7 Cooperative

Passive 1 2 3 4 5 6 7 Dominant

Unemotional 1 2 3 4 5 6 7 Emotional

Poor negotiator 1 2 3 4 5 6 7 Great negotiator
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Questionnaire (page 4 of 7): [This is identical to page 2, but for Melvin.]
IV. Here are some questions about your impression ofMelvin. Please circle the number that indicates
your response.

How much did you like Melvin (as a person)?
Not at all 1 2 3 4 5 6 7 Very much

As a user, did you enjoy interacting with Melvin (even if things didn’t go your character’s way and/or
you didn’t like him very much)?
Not at all 1 2 3 4 5 6 7 Very much

Did you feel Melvin was being responsive to you or was he just following a script?
Script 1 2 3 4 5 6 7 Responsive

Do you think Melvin had a clearly conveyed personality?
Not at all 1 2 3 4 5 6 7 Very much

Did Melvin’s personality come across even when he was negotiating with you?
Not at all 1 2 3 4 5 6 7 Very much

How good a character was Melvin? (Pretend you’re a movie critic critiquing the quality of the charac-
ters.)
Awful chcracter 1 2 3 4 5 6 7 Great character

Do you think Melvin wanted to be your friend?
Not at all 1 2 3 4 5 6 7 Yes, definitely

Did Melvin ever do anything to disrupt your “suspension of disbelief”?
Never 1 2 3 4 5 6 7 All the time

If you think Melvin tried to become friends with you, please answer the following two questions:
How good a job did Melvin do at winning you over to be his friend?
Terrible job 1 2 3 4 5 6 7 Great job

Did Melvin’s personality come across even when he was trying to become friends with you?
Not at all 1 2 3 4 5 6 7 Very much
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Questionnaire (page 5 of 7): [This is identical to page 1, but for Chuckie.]
V. Here are some adjectives used to describe people. Please circle the number that indicates your
impression of Chuckie. If you think the value changed over the course of the interaction, please mark a
high and a low value on the scale.

Depressed 1 2 3 4 5 6 7 Cheerful

Unfriendly 1 2 3 4 5 6 7 Friendly

Pessimistic 1 2 3 4 5 6 7 Optimistic

Ignorant 1 2 3 4 5 6 7 Knowledgeable

Irresponsible 1 2 3 4 5 6 7 Responsible

Unintelligent 1 2 3 4 5 6 7 Intelligent

Foolish 1 2 3 4 5 6 7 Sensible

Disliked me 1 2 3 4 5 6 7 Liked me

Competetive 1 2 3 4 5 6 7 Cooperative

Passive 1 2 3 4 5 6 7 Dominant

Unemotional 1 2 3 4 5 6 7 Emotional

Poor negotiator 1 2 3 4 5 6 7 Great negotiator
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Questionnaire (page 6 of 7): [This is identical to page 2, but for Chuckie.]
VI. Here are some questions about your impression of Chuckie. Please circle the number that indicates
your response.

How much did you like Chuckie (as a person)?
Not at all 1 2 3 4 5 6 7 Very much

As a user, did you enjoy interacting with Chuckie (even if things didn’t go your character’s way and/or
you didn’t like him very much)?
Not at all 1 2 3 4 5 6 7 Very much

Did you feel Chuckie was being responsive to you or was he just following a script?
Script 1 2 3 4 5 6 7 Responsive

Do you think Chuckie had a clearly conveyed personality?
Not at all 1 2 3 4 5 6 7 Very much

Did Chuckie’s personality come across even when he was negotiating with you?
Not at all 1 2 3 4 5 6 7 Very much

How good a character was Chuckie? (Pretend you’re a movie critic critiquing the quality of the charac-
ters.)
Awful chcracter 1 2 3 4 5 6 7 Great character

Do you think Chuckie wanted to be your friend?
Not at all 1 2 3 4 5 6 7 Yes, definitely

Did Chuckie ever do anything to disrupt your “suspension of disbelief”?
Never 1 2 3 4 5 6 7 All the time

If you think Chuckie tried to become friends with you, please answer the following two questions:
How good a job did Chuckie do at winning you over to be his friend?
Terrible job 1 2 3 4 5 6 7 Great job

Did Chuckie’s personality come across even when he was trying to become friends with you?
Not at all 1 2 3 4 5 6 7 Very much
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Questionnaire (page 7 of 7):
Please tell us about yourself:
Your age? __________

Your sex? __________

Your occupation? (Please be somewhat specific. I.e. “English grad student”, instead of “stu-
dent”._________________________________________________________________________

How much do you know about baseball?
Nothing 1 2 3 4 5 6 7 A lot

How much experience do you have with interactive fiction/text adventure systems? (E.g., Zork)
None 1 2 3 4 5 6 7 A lot

Please leave this area blank:

Subject #:_______________
Time #1: ____________
Moves #1: __________
Time #2: ____________
Moves #2: __________
Order (M/C or C/M): ____________
Trace file: ___________
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B.2 Study 2: Evaluating the Gunman’s Emotions

I asked three subjects to evaluate the emotion processing of the gunman by ana-
lyzing three traces of interactions with the gunman with emotion-preocessing in-
formation included. The details of this study can be found in Chapter 6. In this
section I include the first of the three traces that were analyzed.

This is the shortest of the three traces that I provided the subjects, which is why I
chose to include it here. The others last six and ten turns (as compared to the four
for this trace).

B.2.1. The Trace
Welcome to the Pittsburgh police force!  You’ve been assigned to
the Squirrel Hill section of the city because of a rash of hold-
ups over the past few weeks.  So far things have been pretty qui-
et as you’ve been walking your beat.

You’re just about to start heading back to the station when the
dispatcher’s voice comes over your police radio:
     ``Report to the Quik-Go convenience store north of your
       current location.  Robbery in progress.  Backup has
       been notified.’’

  Well, it looks like it might not be such a quiet day after all.

             Good luck and be careful out there!

[Please hit CR.]

You are in the road.

   To the north, you see the parking lot.

   You are holding your gun.
   You are wearing your police uniform.

Tick 1...
[GUNMAN] Feature: (ENERGY NIL NIL) now set to 5.
[#<GUNMAN, name:GUNMAN>] Hope[a] increased by 4 in anticipation
of (SUBGOAL EXECUTE-HOLDUP).
[GUNMAN] Feature: (GOOD-MOOD NIL NIL) now set to 4.
[GUNMAN] Feature: (BAD-MOOD NIL NIL) now set to 0.
[GUNMAN] Feature: (ANTICIPATION NIL NIL) now set to 4.
GUNMAN is now SMIRKING.
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PLAYER> Actor PLAYER is doing (*GO “DIRECTION (*NORTH*)” NIL NIL
NIL NIL).

Tick 2...
[#<GUNMAN, name:GUNMAN>] Fear[a] of OFFICER increased by 5 be-
cause of threat to (SUBGOAL PROTECT-SELF).
[#<GUNMAN, name:GUNMAN>] Fear[a] of OFFICER increased by 6 be-
cause of threat to (SUBGOAL EXECUTE-HOLDUP).
[#<GUNMAN, name:GUNMAN>] Fear[a] of OFFICER increased by 4 be-
cause of threat to (SUBGOAL DONT-BE-CAUGHT).
[#<GUNMAN, name:GUNMAN>] Distress[a] increased by 5 because (SUB-
GOAL PROTECT-SELF) more likely to fail.
[#<GUNMAN, name:GUNMAN>] Anger[a] towards OFFICER increased by 5
because of negative influence on goal (SUBGOAL PROTECT-SELF).
[#<GUNMAN, name:GUNMAN>] Distress[a] increased by 5 because (SUB-
GOAL EXECUTE-HOLDUP) more likely to fail.
[#<GUNMAN, name:GUNMAN>] Anger[a] towards OFFICER increased by 6
because of negative influence on goal (SUBGOAL EXECUTE-HOLDUP).
[#<GUNMAN, name:GUNMAN>] Distress[a] increased by 4 because (SUB-
GOAL DONT-BE-CAUGHT) more likely to fail.
[#<GUNMAN, name:GUNMAN>] Anger[a] towards OFFICER increased by 4
because of negative influence on goal (SUBGOAL DONT-BE-CAUGHT).
[GUNMAN] Feature: (GOOD-MOOD NIL NIL) now set to 0.
[GUNMAN] Feature: (BAD-MOOD NIL NIL) now set to 7.
[GUNMAN] Feature: (DEFENSIVE OFFICER NIL) now set to 6.
[GUNMAN] Feature: (DEFENSIVE NIL NIL) now set to 6.
[GUNMAN] Feature: (AGGRESSIVE OFFICER NIL) now set to 6.
[GUNMAN] Feature: (DEFENSIVE OFFICER (SUBGOAL EXECUTE-HOLDUP))
now set to 6.
[GUNMAN] Feature: (DEFENSIVE OFFICER (SUBGOAL PROTECT-SELF)) now
set to 5.
[GUNMAN] Feature: (UNFRIENDLY NIL NIL) now set to 3.
[GUNMAN] Feature: (DEFENSIVE OFFICER NIL) now set to 6.
[GUNMAN] Feature: (AGGRESSIVE OFFICER (SUBGOAL DONT-BE-CAUGHT))
now set to 4.
[GUNMAN] Feature: (AGGRESSIVE OFFICER (SUBGOAL EXECUTE-HOLDUP))
now set to 6.
[GUNMAN] Feature: (AGGRESSIVE OFFICER (SUBGOAL PROTECT-SELF)) now
set to 5.
[GUNMAN] Feature: (AGGRESSIVE NIL NIL) now set to 6.
[GUNMAN] Feature: (AGGRESSIVE OFFICER NIL) now set to 6.

   You go to the north.

You are in the parking lot.

   To the south, you see the road.

   To the north, you see the glass door.
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   To the north, you see the convenience store.
   The counter, the cashier and the gunman are in the convenience
store.
   The gunman is holding the bag and his gun.
   The gunman is wearing the ski mask.
   The cash register is on the counter.

   The car is in the parking lot.

   The gunman is now red.
   The gunman is now scowling.
   The gunman is now tense.
   The gunman is speaking to you.
   Gunman’s voice says ``Back off and nobody get’s hurt!’’.
   The cashier waits.

PLAYER> shoot gunman

Tick 3...
[#<GUNMAN, name:GUNMAN>] Distress from goal (SUBGOAL PROTECT-
SELF) decayed to 4.
[#<GUNMAN, name:GUNMAN>] Anger towards OFFICER (et al.) because
of negative influence on goal (SUBGOAL PROTECT-SELF) decayed to
4.
[#<GUNMAN, name:GUNMAN>] Distress from goal (SUBGOAL EXECUTE-
HOLDUP) decayed to 4.
[#<GUNMAN, name:GUNMAN>] Hope of NIL causing goal (SUBGOAL EXE-
CUTE-HOLDUP) to succeed decayed to 3.
[#<GUNMAN, name:GUNMAN>] Anger towards OFFICER (et al.) because
of negative influence on goal (SUBGOAL EXECUTE-HOLDUP) decayed to
5.
[#<GUNMAN, name:GUNMAN>] Distress from goal (SUBGOAL DONT-BE-
CAUGHT) decayed to 3.
[#<GUNMAN, name:GUNMAN>] Anger towards OFFICER (et al.) because
of negative influence on goal (SUBGOAL DONT-BE-CAUGHT) decayed to
3.
[#<GUNMAN, name:GUNMAN>] Fear[a] of OFFICER increased by 7 be-
cause of threat to (SUBGOAL PROTECT-SELF).
[#<GUNMAN, name:GUNMAN>] Distress[a] increased by 4 because (SUB-
GOAL PROTECT-SELF) more likely to fail.
[#<GUNMAN, name:GUNMAN>] Anger[a] towards OFFICER increased by 7
because of negative influence on goal (SUBGOAL PROTECT-SELF).
[GUNMAN] Feature: (ANTICIPATION NIL NIL) now set to 3.
[GUNMAN] Feature: (DEFENSIVE OFFICER NIL) now set to 7.
[GUNMAN] Feature: (GOOD-MOOD NIL NIL) now set to 0.
[GUNMAN] Feature: (BAD-MOOD NIL NIL) now set to 8.
[GUNMAN] Feature: (DEFENSIVE NIL NIL) now set to 7.
[GUNMAN] Feature: (DEFENSIVE OFFICER (SUBGOAL PROTECT-SELF)) now
set to 7.
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[GUNMAN] Feature: (AGGRESSIVE OFFICER NIL) now set to 7.
[GUNMAN] Feature: (AGGRESSIVE NIL NIL) now set to 7.
[GUNMAN] Feature: (AGGRESSIVE OFFICER (SUBGOAL DONT-BE-CAUGHT))
now set to 3.
[GUNMAN] Feature: (AGGRESSIVE OFFICER (SUBGOAL EXECUTE-HOLDUP))
now set to 5.
[GUNMAN] Feature: (AGGRESSIVE OFFICER (SUBGOAL PROTECT-SELF)) now
set to 7.

   Your action failed because you missed your target.

   You hear a gunshot.
   The gunman aims his gun at you.
   The cashier waits.

PLAYER> again

Tick 4...
[#<GUNMAN, name:GUNMAN>] Distress from goal (SUBGOAL PROTECT-
SELF) decayed to 3.
[#<GUNMAN, name:GUNMAN>] Anger towards OFFICER (et al.) because
of negative influence on goal (SUBGOAL PROTECT-SELF) decayed to
6.
[#<GUNMAN, name:GUNMAN>] Anger towards OFFICER (et al.) because
of negative influence on goal (SUBGOAL PROTECT-SELF) decayed to
3.
[#<GUNMAN, name:GUNMAN>] Distress from goal (SUBGOAL EXECUTE-
HOLDUP) decayed to 3.
[#<GUNMAN, name:GUNMAN>] Hope of NIL causing goal (SUBGOAL EXE-
CUTE-HOLDUP) to succeed decayed to 2.
[#<GUNMAN, name:GUNMAN>] Anger towards OFFICER (et al.) because
of negative influence on goal (SUBGOAL EXECUTE-HOLDUP) decayed to
4.
[#<GUNMAN, name:GUNMAN>] Distress from goal (SUBGOAL DONT-BE-
CAUGHT) decayed to 2.
[#<GUNMAN, name:GUNMAN>] Anger towards OFFICER (et al.) because
of negative influence on goal (SUBGOAL DONT-BE-CAUGHT) decayed to
2.
[#<GUNMAN, name:GUNMAN>] Fear[a] of OFFICER increased by 9 be-
cause of threat to (SUBGOAL PROTECT-SELF).
[#<GUNMAN, name:GUNMAN>] Distress[a] increased by 3 because (SUB-
GOAL PROTECT-SELF) more likely to fail.
[#<GUNMAN, name:GUNMAN>] Anger[a] towards OFFICER increased by 9
because of negative influence on goal (SUBGOAL PROTECT-SELF).
[GUNMAN] Feature: (ANTICIPATION NIL NIL) now set to 2.
[GUNMAN] Feature: (GOOD-MOOD NIL NIL) now set to 0.
[GUNMAN] Feature: (BAD-MOOD NIL NIL) now set to 10.
[GUNMAN] Feature: (DEFENSIVE OFFICER NIL) now set to 9.
[GUNMAN] Feature: (UNFRIENDLY NIL NIL) now set to 4.
[GUNMAN] Feature: (ENERGY NIL NIL) now set to 7.
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[GUNMAN] Feature: (AGGRESSIVE OFFICER NIL) now set to 8.
[GUNMAN] Feature: (DEFENSIVE OFFICER (SUBGOAL PROTECT-SELF)) now
set to 9.
[GUNMAN] Feature: (AGGRESSIVE OFFICER (SUBGOAL EXECUTE-HOLDUP))
now set to 4.
[GUNMAN] Feature: (AGGRESSIVE OFFICER (SUBGOAL PROTECT-SELF)) now
set to 8.
[GUNMAN] Feature: (DEFENSIVE NIL NIL) now set to 9.
[GUNMAN] Feature: (AGGRESSIVE NIL NIL) now set to 8.

   You shoot the gunman.
   You hear a gunshot.
   The gunman is now wounded.
   The gunman is now pale.
   The gunman is now bug-eyed.
   The gunman is now trembling.
   The gunman fires his gun at you.
   You hear a gunshot.
   The cashier waits.

******** You have died. ********
THANK-YOU-FOR-PLAYING-OZ
>
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