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Abstract

Since the notion of Multiparty Computation (MPC) was proposed three decades
ago, a lot of research and effort has been done to improve the efficiency of MPC
protocols. However, the inefficiency of the current state-of-the-art is still the major
barrier that prevents MPC from being used more broadly. In this thesis, we study the
communication complexity of information-theoretic MPC protocols.

Part I: Information Theoretic MPC with Honest Majority.

First, we study the honest majority setting, i.e., the number of corrupted parties
is t < n/2, where n is the number of parties. We consider both the semi-honest
security and malicious security (with abort).

In the setting of semi-honest security, we propose two improvements over the
previously best-known result by Damgard and Nielsen (CRYPTO 2007). Our first
protocol improves the communication complexity of the Damgard and Nielsen pro-
tocol from 6 field elements per party per gate to 4 elements. Our second protocol
reduces the round complexity by a factor of 2 and achieves 4.5 field elements per
party per gate.

As for malicious security, we show that it can be achieved with the same concrete
efficiency as the semi-honest security. Previously best known results have a factor
of 2 in the communication complexity when compiling a semi-honest protocol to a
maliciously secure one. Our result closes the communication efficiency gap between
semi-honest security and malicious security (with abort).

Part II: Information-Theoretic MPC with Dishonest Majority in the Prepro-
cessing Model.

Then, we study the dishonest majority setting in the circuit-independent prepro-
cessing model. We consider a sub-optimal corruption threshold where ¢t = (1 —¢)-n
for a constant e.

In this thesis, we construct the first MPC protocols in the preprocessing model
for dishonest majority which achieves sub-linear amount of preprocessing data and
communication complexity per gate in the number of parties n. To achieve our
results, we extend the use of packed secret sharing to the dishonest majority setting.
For a constant fraction of corrupted parties (i.e. if 99 percent of the parties are
corrupt), we achieve O(1) field elements in both of the amount of preprocessing
data and communication complexity per gate across all parties.
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Chapter 1

Introduction

Consider the scenario where two millionaires are boasting about their wealth, and they are inter-
ested in learning who is richer without revealing their wealth to each other. A straightforward
way would be asking a third person they trust to compare their wealth. However, what if such a
third person does not exist? Can these two millionaires still learn the comparison result? This is
a famous problem called “Yao’s Millionaires’ Problem” [65].

If we use z1, x5 to represent the wealth of these two millionaires respectively, they want
to learn the output of a comparison function on x1,xs. This seemingly simple problem turns
out to have a significant impact in the field of Cryptography. In [65], the solution proposed
by Yao allows two parties to securely evaluate any computable function. Later on, Goldreich et
al. [40] extended this result to the setting of multiple parties, which is known as secure Multiparty
Computation (MPC).

Early feasibility solutions for MPC were proposed in [9, 40, 65], which showed that any
function which can be computed, can be computed privately. Over the last three decades, a lot
of research has been done to improve the efficiency of MPC protocols. Thanks to these efforts,
MPC has rapidly moved from theory to practice.

Applications in the Real World — Breaking Barriers among Different Data Sets. The 21st
century is the age of Big Data. Every place and every second, data is collected, analyzed, and
transformed into knowledge and information which guide our lives. The larger amount of data
we can gather and use, the higher chance we can obtain the desired knowledge and information.
However, data is usually scattered among different organizations or companies. Sharing the
data with others may either be restricted by laws or damage the interest of companies. There
is an urgent need in providing a solution that maintains the privacy of each data set but allows
data analyses among different data sets. Multiparty computation becomes a perfect tool as we
discussed in the following concrete examples.

Consider various hospitals that may want to compute statistics of the success rate of a par-
ticular treatment or statistics related to side effects in patients taking a particular drug. Indeed,
these kinds of statistics are very valuable in medical science research. However, due to the rel-
evant laws and regulations, hospitals may not have the right to share patient data with anyone
else (including each other) without the consent of every individual patient. Thus, it presents a
significant obstacle to the hospitals towards doing any statistical analysis on the joint dataset.
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However, using MPC, hospitals can run a protocol for the desired functionality with each dataset
as private input. At the end of the protocol, they can learn statistics they want while protecting
the privacy of the dataset held by each hospital.

Also, consider a bank that provides the loan service. To better assess the qualification of a
customer, the bank may not only need the credit rating issued by the government, but also the
information about house property, business, online shopping, income and expenses, and so on.
Unfortunately, these pieces of information are usually held by different companies and organiza-
tions. These companies and organizations may be reluctant to share the information with others
since it may damage their reputation in protecting the data privacy of their customers. Some in-
formation may even be forbidden to be shared by law. Relying on MPC, the bank and the related
companies and organizations can together evaluate a proper function on their private data sets so
that only the bank learns the qualification of the customer at the end of the protocol.

Other interesting examples include using MPC to realize distributed voting, private bidding,
privacy-preserving machine learning, and so on.

Information-Theoretic Multiparty Computation and Its Communication Complexity. Al-
though MPC brings us a strong primitive to handle privacy issues, the inefficiency of current
constructions is the major barrier that prevents MPC from being used more broadly. There is an
urgent need to improve the concrete efficiency of MPC protocols to make progress towards using
them in the real world.

Usually, MPC protocols can be divided into two classes depending on whether cryptographic
assumptions are required. Information-theoretic MPC protocol refer to those without any cryp-
tographic assumptions. There are two major benefits of information-theoretic MPC protocols:

¢ First, information-theoretic MPC protocols are unconditionally secure. Namely, the secu-

rity of these protocols does not rely on any hardness assumption and the protocol remains
secure even if an adversary has unlimited computation power. In particular, such a protocol
is not vulnerable to the power of quantum computing.

e Second, cryptographic primitives usually require heavy computation. By not using any
cryptographic primitive, an information-theoretic MPC protocol typically has a lightweight
local computation, often just a series of linear operations. As a result, the most efficient
MPC protocols are in the information-theoretic MPC paradigm.

On the other hand, unlike the computation complexity, information-theoretic MPC protocols
usually require a large amount of communication, which is proportional to the circuit size of the
function. Since the cost of the local computation is small, the main criterion for the efficiency of
an information-theoretic MPC protocol is the amount of communication between every pair of
parties. This leads to our focus in this thesis — the communication complexity of information-
theoretic MPC protocols.

1.1 Setting

In the setting of MPC, a set of n parties { Py, P, . .., P, } together evaluate a common function f
on their private inputs. The correctness of an MPC protocol requires that all parties should learn
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the output of the common function at the end of the protocol when they follow the protocol.
The security of an MPC protocol requires that any bounded number ¢ < n of corrupted parties
together should not learn any information about honest parties’ inputs (i.e., the inputs of the rest
of n — t parties) except what can be inferred from the function output, where the number ¢ is
referred to as the corruption threshold. In particular,
¢ If corrupted parties are required to follow the protocol, we say the MPC protocol achieves
semi-honest security.

e If corrupted parties can arbitrarily deviate from the protocol, we say the MPC protocol
achieves malicious security.
Usually, we transform the common function f to be computed to an arithmetic circuit over
a finite field. The circuit supports addition and multiplication operations. Note that when the
finite field is a binary field, we can use binary circuits to represent all computable functions. We
assume that every pair of parties can send messages to each other via a secure and authenticated
synchronized private channel.

1.2 Part I: Efficient Information-Theoretic MPC with Honest
Majority

We first focus on the setting of honest majority where the number of corrupted parties ¢ = (n —
1)/2 (i.e., t < n/2). The pioneering works [9} 23] gave the first positive results of information-
theoretic MPC protocols with honest majority. In the meantime, the work [9] also gave a strong
negative result that information-theoretic MPC cannot exist without honest majority. Indeed, for
information-theoretic MPC protocols, requiring honest majority is the best we can hope.

Since [9, 23], a large number of works have focused on improving the efficiency of MPC
protocols in various settings.

Semi-Honest Security. For over a decade, the most efficient MPC protocol with semi-honest
security in the honest majority setting has been the protocol of Damgard and Nielsen [28]], here-
after known as the DN protocol. Recall that the function we want to compute is transformed to
an arithmetic circuit over a finite field. The DN protocol only needs to communicate 6 field ele-
ments per party per gate, and the overall communication complexity is O(|C| - n) field elements,
where |C'| is the circuit size. Due to its simplicity and efficiency, many subsequent works have
used the DN protocol to achieve a stronger security [[10} 13} 17, 24, 38, 44, 160].

Despite the important role played by the DN protocol in the honest majority setting, any
improvement to the basic protocol has been hard to come by. Our first result improves the DN
protocol in the following two directions:

® We improve the basic DN protocol and reduces the communication complexity from 6
elements per party per gate to 4 elements. This gives the most communication-efficient
semi-honest MPC protocol with honest majority.

e We then focus on the round complexity of the DN protocol. In the DN protocol, all gates
in the same layer are evaluated in parallel. Therefore the number of rounds is linear in the
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depth of the circuit. We show how to evaluate a two-layer circuit in parallel. This allows
us to improve the concrete efficiency even further and reduce the number of rounds by a
factor of 2. The achieved communication complexity is 4.5 elements per party per gate but
halving the number of rounds.

Malicious Security. For malicious security, we consider the notion of security with abort,
which allows a premature abort of the protocol. This means that a malicious adversary may
prevent honest parties from learning the output of the common function, e.g., by aborting the
protocol after learning the result. While it is not ideal, a malicious adversary still cannot learn any
information about honest parties’ inputs except what can be inferred from the function output.
Furthermore, recent works [[17, 44, 52] showed how to compile a maliciously secure-with-abort
protocol to one with stronger security such as achieving fairness or guaranteed output delivery.

In [38]], Genkin et al. showed that several semi-honest information theoretic MPC protocols,
which include the protocols in [9, 28]], are secure up to an additive attack in the presence of
a fully malicious adversary. An additive attack means that the adversary is able to change the
multiplication result by adding an arbitrary fixed value. Based on this observation, Genkin et
al. [38] use a circuit which is resilient to an additive attack and give the first construction against
a fully malicious adversary with communication complexity O(|C| - n) field elements, which
matches the asymptotic communication complexity of the semi-honest DN protocol.

After that, a series of works [24, 56, 160] use different approaches to verify the correctness of
the computation (i.e., to check whether the adversary launches additive attacks) with the concrete
efficiency approaching to the semi-honest DN protocol. In particular, both works [24,160] achieve
the concrete communication efficiency of 12 field elements per multiplication gate, which is just
2x of the semi-honest DN protocol.

Despite all these improvements in the concrete efficiency, the question of whether the effi-
ciency gap between malicious security (with abort) and semi-honest security is inherent in the
honest majority setting still remains open.

Our second result is an efficient verification protocol with a sub-linear communication com-
plexity in the circuit size. When combining the DN protocol and our efficient verification proto-
col, we can achieve the same concrete efficiency, i.e., 6 field elements per part per gate, thus
closing the efficiency gap between malicious security (with abort) and semi-honest security.
Furthermore, we utilize our efficient verification protocol and show how to compile our two
semi-honest protocols with malicious security without affecting the concrete efficiency.

As a result, we obtain the following two theorems.

Theorem 1.1. Let n be a positive integer and F be a finite field of size |F| > n + 1. For
all arithmetic circuit C over T, there is an information-theoretic n-party MPC protocol, which
achieves malicious security (with abort) against a fully malicious adversary controlling t < n /2
corrupted parties, with communication complexity O(|C| - n + n? - k + n - k?) elements, where
K is the security parameter and |C| is the circuit size. Furthermore, the concrete efficiency is 4
elements per party per multiplication gate.

Theorem 1.2. Let n be a positive integer and F be a finite field of size |F| > n + 1. For
all arithmetic circuit C over F, there is an information-theoretic n-party MPC protocol, which
achieves malicious security (with abort) against a fully malicious adversary controlling t < n /2
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corrupted parties, with communication complexity O(|C| - n + n? - k + n - k*) elements, where
K is the security parameter and |C'| is the circuit size. Furthermore, the concrete efficiency is 4.5
elements per party per multiplication gate but halving the number of rounds (up to a constant
number of rounds).

Our protocols are implemented in [45] and compared with the previously best-known re-
sults [24]. By combining improvements on both protocols, we achieve 2x speedup compared
with [24]. Therefore, our protocols are the fastest known MPC protocols in this setting. The
experiment result also shows the potential of using our protocols in the real world.

1.3 Part II: Sharing Transformation and Applications to Dis-
honest Majority MPC with Packed Secret Sharing

In the second part, we move our focus to the dishonest majority setting. To overcome the strong
negative result by [9], we pin our hope on the circuit-independent preprocessing model. In
the circuit-independent preprocessing model, all parties receive correlated randomness which is
independent of the common function at the beginning of the protocol. The correlated randomness
can be, for example, random OT pairs where one party holds two random values (rg, ;) and
another party holds (b, 7,) where b is a uniform bit. One may think that there is a trusted third
party that can prepare the correlated randomness locally and then distribute it to all parties. It
can also be generated by using computational MPC protocols.

A celebrated work of Kilian [S3] (improved later by [50]) shows that information-theoretic
MPC protocols are possible to achieve with security-with-abort in the circuit-independent pre-
processing model. In essence, the circuit-independent preprocessing model allows us to push
all the expensive cryptographic work into a preprocessing phase and take advantage of the high
efficiency of information-theoretic protocols in the online phase. The well-known SPDZ proto-
col [30] follows this strategy and becomes the most efficient protocol in the dishonest majority
setting. In particular, the concrete efficiency of the SPDZ online protocol is only 3n field ele-
ments of preprocessing data and 4n field elements of communication per gate among all parties.

Dishonest Majority with Sub-optimal Threshold. We note that the SPDZ protocol [30] is
secure against ¢ = n — 1 corrupted parties, which is also known as the all-but-one corruption
setting. However, this might be a too pessimistic assumption for real-world applications (in
contrast to the honest majority setting which might be a too optimistic assumption). Therefore,
we focus on the corruption threshold ¢ = (1 — €) - n where € is a constant.

In the honest majority setting with a sub-optimal threshold (i.e., t = (1/2 — €) - n), a series of
works [7, 129,134,139, 141, 46| considered to use the packed secret sharing technique [34]] to reduce
the communication complexity in the information-theoretic MPC protocols. In particular, the
recent work [46]] has shown that it is possible to achieve O(1) field elements per gate among all
parties when evaluating a single circuit. Note that it means that the cost per party is sub-linear in
the number of participants. However, the cost of the SPDZ protocol is still O(n) field elements
per gate among all parties in the dishonest majority setting even with a sub-optimal threshold
(i.e., t = (1 — €) - n). This raises the following fundamental question:
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“Is it possible to construct information-theoretic MPC protocols in the circuit-independent
preprocessing model and dishonest majority setting with both the amount of preprocessing data
and online communication complexity O(1) field elements per gate among all parties?”

To answer this question, we first initiate the study of sharing transformations which allow us
to perform arbitrary linear maps on the secrets of (packed) secret-sharing schemes.

Sharing Transformations. Consider two linear secret sharing schemes Y and Y over a finite
field F. A set of n parties { P, P, ..., P,} start with holding a >-sharing X. Here X could
be the sharing of a single field element or a vector of field elements (e.g., as in packed secret
sharing). The parties wish to compute a ¥’-sharing Y whose secret is a linear map of the secret
of X. Here a linear map means that each output secret is a linear combination of the input secrets
(recall that the secret can be a vector in [F). We refer to this problem as sharing transformation.

Restricted cases of sharing transformations occur frequently in the construction of secure
computation protocols based on secret sharing schemes. Generic approach of solving sharing
transformations can achieve the optimal communication complexity (i.e., in the size of the shar-
ings in ¥ and Y’) when many sharing transformations of the same type are required. When
we need to perform sharing transformations of different types, the generic approach becomes
completely inefficient.

Our first result in this part is an efficient sharing transformation protocol which (1) can per-
form arbitrary linear maps, (2) is not restricted to the same type of sharing transformation, (3) can
achieve the optimal communication complexity. We will show how our sharing transformation
protocol can be used in constructing information-theoretic MPC protocols.

Information-Theoretic MPC Protocols with Packed Secret Sharings. The idea of the packed
secret sharing technique [34] is to store multiple secrets within a single secret sharing. In this
way, evaluating addition and multiplication gates over packed secret sharings computes the
coordinate-wise addition and multiplication of the underlying secrets in parallel. Effectively,
the amortized communication complexity per gate can be reduced by the packing parameter.

Following this approach, Franklin and Yung [34] showed how to evaluate many copies of the
same circuit (with is also referred to as a SIMD circuit) with O(1) field elements per gate among
all parties when the corruption threshold is sub-optimal. After that, a series of works [7, 29,139,
41]] considered to use the packed secret sharing technique in evaluating a single circuit.

For a single circuit, the main difficulty is that the packed secret sharing we need for the
current layer may contain secrets in multiple sharings from previous layers. The main difficulty
is how to collect the secrets we need and compute a single packed secret sharing for them. This
problem is referred to as network routing. Previous works solve this problem by either compiling
the circuit to a SIMD circuit [29, 39], which leads to a log |C| overhead in the communication
complexity, or restricting the type of circuits [/]].

To solve the network routing, we proposed the idea of sparsely packed Shamir sharings where
we store the values of different wires of the circuit in different slots (in contrast, the original
packed secret sharing always use the same slots). In this way, we show that we can locally collect
the secrets we need and compute a single packed secret sharing for them. However, this leads to
the problem of evaluating addition and multiplication gates: the basic protocols for addition gates
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and multiplication gates require the corresponding inputs to be correctly aligned up (i.e., the two
inputs of the same gate should be stored in the same slot). We note that changing the slots of the
secrets within a single sharing is a sharing transformation. Thus, we can use our efficient sharing
transformation protocol to solve it. Note that the sharing transformation we need to perform can
be different each time. The generic approach for sharing transformation, which can only achieve
optimal communication complexity when performing many sharing transformations of the same
type, is insufficient in our case.

Another contribution is that we manage to use the packed secret sharing technique in the
dishonest majority setting.

To summarize, our second result in this part is an efficient information-theoretic MPC pro-
tocol in the dishonest majority setting which achieves O(1) field elements in both the amount
of communication complexity and the amount of preprocessing data with corruption threshold
t = (1 — €) - n, where € is a constant. We have the following informal theorems.

Theorem 1.3 (Informal). For an arithmetic circuit C' over a finite field F of size |F| > |C| + n,
there exists an information-theoretic MPC protocol in the preprocessing model which securely
computes the arithmetic circuit C' in the presence of a semi-honest adversary controlling up
to t parties. The cost of the protocol is O(|C| - n?/k?) elements of preprocessing data, and
O(|C| - n/k) elements of communication where k = "L is the packing parameter. For the
case where k = O(n), the achieved communication complexity in the online phase is O(1)
elements per gate.

Theorem 1.4 (Informal). For an arithmetic circuit C over a finite field IF of size |F| > 2%, where
K is the security parameter, and for all ”T’l < t < n — 1, there exists an information-theoretic
MPC protocol in the preprocessing model which securely computes the arithmetic circuit C' in
the presence of a fully malicious adversary controlling up to t parties. The cost of the protocol
is O(|C| - n?/k?) elements of preprocessing data, and O(|C| - n/k) elements of communica-
tion where k = ”_Tt“ is the packing parameter. For the case where k = O(n), the achieved
communication complexity in the online phase is O(1) elements per gate.

Implications in the Honest Majority Setting. We observe that in the standard honest majority
setting where the number of corrupted parties t = (n — 1)/2 ~ (1 — 1/2) - n, we can prepare the
preprocessing data we need by using information-theoretic MPC protocols, and use our efficient
protocol (in Theorem with packed secret sharings in the online phase. In particular, the
preprocessing data can be prepared by using the MPC protocols we constructed in Part I. As a
result, we obtain an information-theoretic MPC protocol in the honest majority setting where
the offline communication complexity is O(|C| - n) and the online communication complexity
is O(|C]). To the best of our knowledge, this is the first work that achieves sublinear online
communication complexity in the number of parties in the information-theoretic setting with
honest majority.






Chapter 2

The Model: Secure Multiparty
Computation

We consider a set of parties P = {P;, P, ..., P, } where each party can provide inputs, receive
outputs, and participate in the computation. For every pair of parties, there exists a secure (private
and authentic) synchronous channel so that they can directly send messages to each other. The
communication complexity is measured by the number of bits X via private channels.

We focus on functions which can be represented as arithmetic circuits over a finite field F
with input, addition, multiplication, and output gateﬂ We use « to denote the security parameter
and let K be an extension field of F (with |K| > 2%). For simplicity, we use « to denote the size
of an element in K. In this work, we assume that the number of parties n and the circuit size |C|
are bounded by polynomials of the security parameter x.

2.1 Security Definition

Let1 < ¢t < n — 1 be an integer. Let F be a secure function evaluation functionality. An
adversary A can corrupt at most ¢ parties, provide inputs to corrupted parties, and receive all
messages sent to corrupted parties. In this work, we consider both semi-honest adversaries and
malicious adversaries.

e If A is semi-honest, then corrupted parties honestly follow the protocol.

e If A is fully malicious, then corrupted parties can deviate from the protocol arbitrarily.

Real-World Execution. In the real world, the adversary .4 controlling corrupted parties in-
teracts with honest parties. At the end of the protocol, the output of the real-world execution
includes the inputs and outputs of honest parties and the view of the adversary.

'In this work, we only focus on deterministic functions. A randomized function can be transformed into a
deterministic function by taking as input an additional random tape from each party. The XOR of the input random
tapes of all parties is used as the randomness of the randomized function.
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Ideal-World Execution. In the ideal world, a simulator S simulates honest parties and interacts
with the adversary .A. Furthermore, S has one-time access to F, which includes providing inputs
of corrupted parties to JF, receiving the outputs of corrupted parties, and sending instructions
specified in F (e.g., asking F to abort). The output of the ideal-world execution includes the
inputs and outputs of honest parties and the view of the adversary.

Semi-honest Security. We say that a protocol m computes F with perfect security if for all
semi-honest adversary A, there exists a simulator S such that the distribution of the output of the
real-world execution is identical to the distribution in the ideal-world execution.

Security-with-abort. We say that a protocol 7 securely computes F with abort if for all ad-
versary A, there exists a simulator S, which is allowed to abort the protocol, such that the dis-
tribution of the output of the real-world execution is statistically close to the distribution in the
ideal-world execution.

2.2 Hybrid Model and Preprocessing Model

The Hybrid Model. We follow [20] and use the hybrid model to prove security. In the hybrid
model, all parties are given access to a trusted party (or alternatively, an ideal functionality)
which computes a particular function for them. The modular sequential composition theorem
from [20] shows that it is possible to replace the ideal functionality used in the construction by
a secure protocol computing this function. When the ideal functionality is denoted by g, we say
the construction works in the g-hybrid model.

The Preprocessing Model. In the (circuit-independent) preprocessing model, there is an ideal
functionality which prepares circuit-independent correlated randomness before the computation.
The preprocessing model can be viewed as a special case of the hybrid model. The cost of
a protocol in the preprocessing model is measured by both the amount of communication via
private channels and the amount of preprocessing data prepared by the ideal functionality [18,
23].

2.3 C(lient-server Model

To simplify the security proofs, sometimes we will consider the client-server model. In the
client-server model, clients provide inputs to the functionality and receive outputs, and servers
can participate in the computation but do not have inputs or get outputs. Each party may have
different roles in the computation. Note that, if every party plays a single client and a single
server, this corresponds to a protocol in the standard MPC model. Let c denote the number of
clients and n denote the number of servers. For all clients and servers, we assume that every two
of them are connected via a secure (private and authentic) synchronous channel so that they can
directly send messages to each other. The communication complexity is measured in the same
way as that in the standard MPC model.
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Security in the Client-server Model. In the client-server model, an adversary .A can corrupt
at most c clients and ¢ servers, provide inputs to corrupted clients, and receive all messages sent
to corrupted clients and servers. The security is defined similarly to the standard MPC model.

Benefits of the Client-server Model. In our construction, the clients only participate in the
input phase and the output phase. The main computation is conducted by the servers. For
simplicity, we use { P, ..., P,} to denote the n servers, and refer to the servers as parties. Let
Corr denote the set of all corrupted parties and H denote the set of all honest parties. One
benefit of the client-server model is that it is sufficient to only consider maximum adversaries,
i.e., adversaries which corrupt exactly ¢ parties. At a high level, for an adversary A which
controls ¢’ < t parties, we may construct another adversary A’ which controls additional ¢ — ¢/
parties and behaves as follows:

e For a party corrupted by .4, A’ follows the instructions of .A. This is achieved by passing

messages between this party and other n — ¢/ honest parties.

e For a party which is not corrupted by A, but controlled by A’, A’ honestly follows the

protocol.

Note that, if a protocol is secure against A’, then this protocol is also secure against A since
the additional ¢ — ¢’ parties controlled by A" honestly follow the protocol in both cases. Thus,
we only need to focus on A’ instead of .A. Note that in the regular model, each honest party may
have input. The same argument does not hold since the input of honest parties controlled by A’
may be compromised.
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Part I

Efficient Information-Theoretic MPC with
Honest Majority
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Chapter 3

Introduction for Part I

Secure Multi-Party Computation (MPC) allows n > 2 parties to compute a function on privately
held inputs, such that the desired output is correctly computed and is the only new information
released. This should hold even if ¢ out of n parties have been corrupted by a semi-honest or
malicious adversary. Since its introduction in the 1980s [40, 65]], a lot of research has been done
to improve the efficiency of MPC protocols. Thanks to these efforts, MPC has rapidly moved
from theory to practice.

In this work, our focus is on honest majority protocols in the presence of a malicious adver-
sary. We note that the fastest known implementations of MPC have come in the honest majority
setting, which does not necessarily require public key operations. For example, the recent work
of Chida et al. [24] showed that their secure-with-abort protocol can evaluate 1 million multipli-
cation gates within 1 second for up to 7 parties, 4 seconds for 50 parties, and 8 seconds for 110
parties. Another attractive feature of the honest majority setting is that it allows one to achieve
the stronger properties of fairness and guaranteed output delivery which are otherwise impossible
with dishonest majority.

For over a decade, the most efficient MPC protocol with semi-honest security in the honest
majority setting has been the protocol of Damgard and Nielsen [28], hereafter known as the DN
protocol. By using the Shamir secret sharing scheme [64], addition gates can be evaluated with-
out any communication. To evaluate a multiplication gate, each party only needs to communicate
6 field elements. In the computational setting, the communication complexity can be reduced to
3 field elements by using pseudo-random generators [60] (improved further to 1.5 elements by
Boneh et al. [13]] for a constant number of parties). Due to its simplicity and efficiency, many sub-
sequent works have used the DN protocol to achieve security-with-abort [[13, 17, 24, 38, 44, 160]
or guaranteed output delivery [10} 44]].

Despite the important role played by the DN protocol in the honest majority setting, any im-
provement to the basic protocol has been hard to come by unless one resorts to other approaches
using computational assumptions.

In the setting of malicious security, the recent breakthrough [24, 60] showed that achieving
security-with-abort requires only twice the cost of achieving semi-honest security compared with
the DN protocol [28]. In the setting of 1/3 corruption threshold, a recent beautiful work of
Furukawa and Lindell [35] presented a construction which achieves the same communication
cost as the DN protocol. When considering a 3-party computation for a binary circuit, a recent
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work [4] presented a construction where each AND gate only requires 7 bits per party. As a
result, over a billion AND gates could be processed within one second.

Despite all these improvements in the concrete efficiency, the question of whether the effi-
ciency gap between malicious security (with abort) and semi-honest security is inherent in the
honest majority setting still remains open. In this part, we ask the following natural question:

“Is it possible to achieve malicious security-with-abort with the same concrete cost as the
best-known semi-honest MPC protocol?”

3.1 Our Contributions

We propose ATLAS, an unconditionally secure MPC protocol in the honest majority setting
with reduced communication complexity over the celebrated DN protocol even in the honest but
curious setting, as well as malicious setting. Our protocol ATLAS enjoys the following efficiency
improvements over the DN protocol:

e We improve the basic DN protocol leading to a communication complexity of 4 field ele-
ments per multiplication gate per party. Our results are in the information-theoretic setting
assuming a majority of the parties are honest and the adversary is semi-honest. This leads
to the most communication-efficient semi-honest MPC protocol with honest majority.

e Next, we focus on the round complexity of the DN protocol. Instead of evaluating mul-
tiplication gates of the same layer in parallel, we show how to evaluate all multiplication
gates in a two-layer circuit in parallel. This allows us to improve the concrete efficiency
even further and reduce the number of rounds by a factor of 2. The achieved amortized
communication cost per multiplication gate in this setting is 4.5 field elements per party
but halving the number of rounds.

To achieve malicious security, we design an efficient verification protocol for multiplications
building on the techniques in [13]], which achieves a sub-linear communication complexity in
the circuit size. As a result, we can make our two protocols secure against malicious adversaries
without affecting the concrete efficiency.

The security of our construction does not depend upon the field size. One can use a field with
size as low as n+1 where n is the number of parties. On the other hand, the concrete efficiency of
both constructions from [24,60] suffers from having a large field size. An alternative presented in
[24]] is to use a small field but then the verification must be done several times to reach the desired
security parameter. This however would increase the number of field elements per multiplication
gate several times. Another option presented in [60] allows one to reduce the field size without
substantially increasing the number of fields elements per gate. However, the field size must still
be at least as large as the circuit size and also depends upon the security parameter (and, e.g.,
cannot be a constant).

3.2 Related Works

In this section, we compare our result with several related constructions in both techniques and
the efficiency. In the following, let |C| denote the size of the circuit, x denote the security
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parameter, and n denote the number of parties participating in the computation.

Achieving Malicious Security with abort. In [28], Damgard and Nielsen introduce the best-
known semi-honest protocol, which we refer to as the DN protocol. The communication com-
plexity of the DN protocol is O(Cn¢) bits. The concrete efficiency is 6 field elements per
multiplication gate (per party). In [38], Genkin, et al. show that the DN protocol is secure up
to an additive attack when running in the fully malicious setting. Based on this observation, a
secure-with-abort MPC protocol can be constructed by combining the DN protocol and a circuit
which is resilient to an additive attack (referred to as an AMD circuit). As a result, GenKin,
et al. [38]] give the first construction against a fully malicious adversary with communication
complexity O(|C| - n) field elements (for a large enough field), which matches the asymptotic
communication complexity of the DN protocol.

The construction in [24] also relies on the theorem showed in [38]]. The idea is to check
whether the adversary launches an additive attack. In the beginning, all parties compute a random
secret sharing of the value r. For each wire w with the value x associated with it, all parties will
compute two secret sharings of the secret values x and r - x respectively. Here r - x can be seen as
a secure MAC of = when the only possible attack is an additive attack. In this way, the protocol
requires two operations per multiplication gate. The asymptotic communication complexity is
O(|C] - n) field elements (for a large enough field) and the concrete efficiency is reduced to 12
field elements per multiplication gate.

An interesting observation is that the theorem showed in [38] implies that the DN protocol
provides perfect privacy of honest parties (before the output phase) in the presence of a fully
malicious adversary. To achieve security with abort, the only task is to check the correctness
of the computation before the output phase. This observation has been used in [56, 60]. In
particular, the construction in [60] achieves the same concrete efficiency as [24] by using the
batch-wise multiplication verification technique in [10], i.e., 12 field elements per multiplication
gate. Our construction also relies on this observation. Therefore, the main task is to efficiently
verify a batch of multiplications such that the communication complexity is sublinear in the
number of parties.

In [13]], Boneh, et al. introduce a very powerful tool to achieve this task when the number of
parties is restricted to be a constant. Our result is obtained by instantiating this technique with
a different secret sharing scheme, which allows us to overcome this restriction so that it works
for any (polynomial) number of parties. Furthermore, we simplify this technique by avoiding the
use of a robust secret sharing scheme and a verifiable secret sharing scheme, which are required
in [13]]. Our protocol additionally makes a simple optimization to the DN protocol, which brings
down the cost from 6 field elements per multiplication gate to 5.5 field elements. More details
about the comparison for techniques can be found in the last paragraph of Section #.4.3] A
subsequent work [45] implements our construction and shows that the performance beats the
previously best-known implementation result [24] in this setting.

A concurrent work [17] also follows [13]] and gives a similar verification protocol for mul-
tiplications. As a result, they give an MPC protocol with 1.5 field elements per multiplication
gate per party. However, their efficiency relies on the use of pseudo-random generators and is
restricted to a constant number of parties.
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Other Related Works. The notion of MPC was first introduced in [40, 165] in 1980s. Fea-
sibility results for MPC were obtained by [22, 40, 165] under cryptographic assumptions, and
by [9, 23] in the information-theoretic setting. Subsequently, a large number of works have
focused on improving the efficiency of MPC protocols in various settings.

A series of works focus on improving the communication efficiency of MPC with guaranteed
output delivery in the settings with different thresholds on the number of corrupted parties. In the
setting of honest majority setting, assuming the existence of a broadcast channel, the works [10,
44]] have shown that guaranteed output delivery can be achieved efficiently. In the setting where
t < n/3, arich line of works [8, 28] 43| 48, |49] have focused on improving the asymptotic
communication complexity in this setting.

A rich line of works have also focused on the performance of MPC in practice for two par-
ties [1577, 159, or three parties [4,36].
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Chapter 4

Technical Overview

In this part, we consider the standard honest majority setting, i.e., the number of corrupted parties
t = (n — 1)/2. We give an overview of our techniques in this chapter. Our construction is based
on the standard Shamir Secret Sharing Scheme [64]]. We will use [z], to denote a degree-d Shamir
sharing, or a (d 4 1)-out-of-n Shamir sharing. It requires at least d + 1 shares to reconstruct the
secret and any d shares do not leak any information about the secret. We focus on finite fields of
size at least n + 1 to allow the existence of the Shamir secret sharing scheme. In the following,
we use F to denote a finite field of size |F| > n + 1 and C' to denote an arithmetic circuit over F
that all parties want to evaluate.

We start with the semi-honest security, and then we will discuss how to achieve malicious
security with the same concrete efficiency as the semi-honest protocols.

4.1 Review: The Semi-Honest DN Protocol [28]

In the DN protocol [28]], all parties compute a degree-t Shamir sharing for each wire. With more
details, all parties run the following three steps to evaluate an arithmetic circuit C' over the finite
field IF.
1. All parties start with sharing their inputs to other parties by using degree-t Shamir sharings
over [F.

2. All parties evaluate the circuit C' layer by layer. For each layer, all parties evaluate addition
gates and multiplication gates as follows:

¢ For each addition gate, given the two input sharings, all parties compute the output
sharing by locally adding up their shares. This step relies on the linear homomor-
phism of the Shamir secret sharing scheme.

¢ For each multiplication gate, given the two input sharings, all parties use the multi-
plication protocol in [28] (hereafter referred to as the DN multiplication protocol) to
compute a degree-t Shamir sharing of the multiplication result.
3. After evaluating the whole circuit, all parties together reconstruct the output sharings.
Our idea is to reuse the correlated-randomness required in the DN multiplication protocol.
We first review the DN multiplication protocol.
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Review of the DN Multiplication Protocol. To evaluate a multiplication gate, all parties first
need to prepare a pair of random sharings ([r]¢, [r]2:) of the same secret r, where the first sharing
is a degree-t Shamir sharing and the second sharing is a degree-2¢ Shamir sharing. Such a pair
of sharings is referred to as a pair of double sharings. In [28]], preparing a pair of random double
sharings requires to communicate 4 elements per party.

For a multiplication gate, suppose the input sharings are denoted by [z];, [y];. To compute
[z]s := [z - y]s, a pair of random double sharings ([r];, [r]2;) is consumed. All parties first agree
on a special party Pying. Then, all parties run the following steps:

1. All parties locally compute [e]o; := [z]; - [y]s + [r]os.

2. DPiing collects all shares of [e]o, and reconstructs the secret e. Then Py, sends the value e
to all other parties.

3. After receiving e from Pyipg, all parties locally compute [z], := e — [r];.
Correctness follows from the properties of the Shamir secret sharing scheme. Note that each
party needs to send an element t0 FPyipng, and Fyin, needs to send an element to each party. The
communication complexity of this protocol is 2 elements per party. Including the communication
cost for preparing double sharings, the overall cost per multiplication gate is 6 elements per party.

4.2 Reducing the Communication Complexity via ¢-wise In-
dependence

Starting Point. We observe that in the second step of the DN multiplication protocol, Fi;ng
can alternatively distribute a degree-t Shamir sharing [e];. Then in the last step, all parties can
still compute [z]; := [e]; — [r];. We note that, when Py, is an honest party, the corrupted parties
only receive several random elements from Pying if [e]; is a random degree-t Shamir sharing. In
particular, it holds even if the corrupted parties know the whole sharings [r]; and [r]y. This is
because the corrupted parties only receive ¢ shares of a random degree-¢ sharing [e]; from Pyiyg,
which are uniformly random and independent of the secret. Therefore for an honest Py, we do
not need the double sharings to be uniformly random at all. While for a corrupted Py;ng, we still
need to use random double sharings, we can split the tasks of handling multiplication gates as
Pying to all parties. In this way, at least half of multiplication gates are handled by honest Py;n,’s.
We show that it allows us to reduce the cost of preparing double sharings by a factor of 2.

Relying on ¢-wise Independence. Suppose we have n multiplication gates and we let each
party behave as Fy;n, for 1 multiplication gate. When I, is a corrupted party, we still need to
use a pair of random double sharings to protect the secrecy of the result. If Py;,; is an honest
party, as argued above, the double sharings do not need to be random.

Our idea is to generate n pairs of double sharings such that any ¢ pairs of them are independent
and uniformly random. This guarantees that the double sharings used for multiplication gates
handled by corrupted parties are uniformly random, which ensures the security of the MPC
protocol. On the other hand, given these double sharings, the other double sharings used for
multiplication gates handled by honest parties can be fixed and determined. It means that we
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only need to prepare ¢ pairs of random and independent double sharings for n multiplication
gates.

To this end, all parties agree on a fixed Vandermonde matrix of size n x t, denoted by M.
The main property of M is that any ¢ X ¢ sub-matrix of M is invertible. Since the Shamir
secret sharing scheme is a linear homomorphism, a linear combination of several pairs of double
sharings 1is still a pair of double sharings. All parties first prepare ¢ pairs of random double
sharings using the protocol in [28]], denoted by

([T(l)]t’ [T(l)]Qt)v SR ([T(t)]h [T(t)]Qt)'

Then, we expand these ¢ pairs of double sharings to n pairs by computing

([P PO = MW, P07
(F D] ™)) = Mo, 1)),

We point out that this expansion can be done locally without interaction. Note that for all
i € [n], ([F?),, [fP]y,) is a pair of double sharings. Let Corr denote the set of corrupted par-
ties. According to the property of M, there is a one-to-one map from {([F],, [FV]s;) }iccorr to
{([r®]s, [rP]2:) }iey- Since the input double sharings are independent and uniformly random,
we conclude that the double sharings in {([F"];, [F®)]2)}iccorr are independent and uniformly
random.

When ([#],, [7?],,) is used to evaluate a multiplication gate, we require the party P; to
act as Pying. In this way, the multiplication gates handled by corrupted parties will use double
sharings in {([F™],, [f]5;)}iccorr» Which are independent and uniformly random. We are able
to show that the security still holds.

Concrete Efficiency of Our Improved Multiplication Protocol. Recall that in [28], preparing
a pair of random double sharings requires the communication of 4 elements per party. Relying
on t-wise independence, we only need to prepare ¢ pairs of random double sharings for n mul-
tiplications. Thus, the amortized communication cost per pair of double sharings is 4 - t/n ~ 2
elements per party. Including the communication cost of the multiplication protocol in [28]],
which is 2 elements per party, the overall cost per multiplication is 4 elements per party. As a
result, we have the following theorem:

Theorem 4.1. Let n be a positive integer and F be a finite field of size |F| > n + 1. For
all arithmetic circuit C over T, there is an information-theoretic n-party MPC protocol, which
achieves semi-honest security against a semi-honest adversary controlling t < n/2 corrupted
parties, with communication complexity O(|C| - n + n?) elements, where |C| is the circuit size.
Furthermore, the concrete efficiency is 4 elements per party per multiplication gate.

4.3 Reducing the Number of Rounds via Beaver Triples

In the DN protocol [28], multiplication gates in the same layer of the circuit are evaluated in
parallel. Therefore, the number of rounds is linear in the depth of the circuit. To further improve
the concrete efficiency, we pay attention to the round complexity. We note that the question of
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obtaining information-theoretic constant round protocols for a general circuit has been opened
for many years. In particular, it has been shown in [31] that the dependency on the depth in the
round complexity is inherent for the DN protocol. Given this, we managed to reduce the number
of rounds by a factor of 2 while maintaining the communication efficiency.

To this end, we first consider a two-layer circuit and try to evaluate all multiplication gates in
parallel.

Starting Point. For a two-layer circuit, an input sharing of a multiplication gate in the second
layer may come from three places:
¢ This sharing is an input sharing of the circuit.

¢ This sharing is an output sharing of an addition gate in the first layer.

¢ This sharing is an output sharing of a multiplication gate in the first layer.

Note that an addition gate can be evaluated without interaction. Therefore for the first two cases,
all parties can locally compute this sharing. However, for the third case, communication is
required to evaluate this multiplication gate in the first layer. Therefore, the question becomes
how to evaluate multiplication gates in the second layer without learning the output sharings of
multiplication gates in the first layer.

We recall the technique of Beaver triple [6]. A Beaver triple consists of three degree-¢ Shamir
sharings ([alt, [b]:, [c]:), where a, b are random field elements and ¢ = a - b. Usually, a Beaver
triple is used to transform one multiplication to two reconstructions. Concretely, given two
sharings [z], [y];, suppose we want to compute [z]; such that z = x - y. Since

z = Ty
= (x+a—a) - (y+b—0>)
(x+a)-(y+b)—(x+a)-b—(y+0b)-at+a-b,

we can compute
[2le = (z+a)- (y+b) = (x+a)- bl = (y +b) - [a]s + [c]s.

Therefore, the task of computing [z]; becomes to reconstructing two degree-t Shamir sharings
[z]; + [a]; and [y]; + [b];. Observe that, if we set u = 2 + a and v = y + b, the above equation
allows us to locally compute a degree-t Shamir sharing of z := (u — a) - (v — b) using a Beaver
triple ([as, [0]:, [c];) once u and v are publicly known.

Beaver-triple Friendly Form. We say a sharing is in the Beaver-triple friendly form, if it can
be written as u — [a];, where u is a public element and [a]; is a degree-t Shamir sharing. Now
suppose for each multiplication gate in the second layer, the input sharings are in the Beaver-
triple friendly form, say u — [a]; and v — [b];. Given the Beaver triple ([a);, [b];, [c]:), one can
non-interactively compute the output sharing of this gate by

2t :=u-v—u-[by—v-[a]; + [c];

Note that the Beaver triple ([a]¢, [b];, [¢]¢) can be prepared without learning u, v. Therefore, if for
each multiplication gate in the second layer, the input sharings are in the Beaver-triple friendly
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form u — [a];, v — [b:, and [a];, [b]; are learnt before evaluating the first layer, we can prepare the
Beaver triple ([a]t, [b]¢, [c];) without evaluating the first layer, and then non-interactively evaluate
multiplication gates in the second layer after learning u, v from the first layer.

Of course, the question remains: since the input sharings of the second layer come from the
output sharings of the first layer, how do we ensure that the output sharings of the first layer are
in the Beaver-triple friendly form?

Evaluating a Two-Layer Circuit. We observe that the original DN multiplication protocol
in [28] satisfies our requirement! Concretely, to evaluate a multiplication gate with input sharings
[x]s, [y]s, all parties need to first prepare a pair of random double sharings ([r], [r]2). In the last
step of the DN multiplication protocol, F;n, sends the reconstruction result of le]ar == [x];- [y]e+
[r]2: to all parties, and all parties can compute the degree-t Shamir sharing [z]; := e — [r];. In
particular, the output sharing is in the Beaver-triple friendly form, and the sharing [r]; is prepared
before evaluating this multiplication gate. Therefore, we will use the original DN multiplication
protocol to evaluate multiplication gates in the first layer.

For a multiplication gate in the second layer, suppose that the two input wires are both the
outputs of multiplication gates in the first layer. Let e; — [r1]; and e5 — [ry]; denote these two
output sharings. Now observe that e; and e, will already be public as part of evaluating the first
layer. So to compute a degree-t Shamir sharing of (e; — r1)(es — r3), all we need is [ry - ro);. If
we can pre-compute and distribute ([ry], [ra]:, [r1 - 72]¢), we are done! Of course, since r, and
ro are also used in the multiplication gates in the first layer, we simultaneously need to compute
degree-2t Shamir sharings of r; and r5 as well. Fortunately, this does not affect the security of
the second layer. In other words, the outputs of the first layer feed nicely into the second layer
making the second layer non-interactive. At the same time, we are able to ensure that these
two different types of multiplication protocols do not destroy the security of each other despite
sharing randomness.

As we discussed above, the input sharing of a multiplication gate in the second layer may
come from two other places: (1) it may be an input sharing of this two-layer circuit, or (2) it may
be an output sharing of an addition gate in the first layer. In both cases, all parties can locally
compute this sharing before evaluating the multiplication gates in the first layer. Let [z]; denote
such an input sharing. Note that [x]; = 0 — (—[z];) is already in the Beaver-triple friendly form.
Therefore, all the input sharings of multiplication gates in the second layer are in the Beaver-
triple friendly form. But now, the problem is that [x]; is not known before the circuit evaluation
starts (unlike [r1]; and [r3];), and hence [z]; cannot be part of a Beaver triple pre-computed
before the evaluation. Fortunately, as observed earlier, parties hold [z]; before evaluating any
multiplication gates in the first layer. Now our idea is to prepare the Beaver triples for the second
layer dependent on [z]; in parallel with the multiplications in the first layer.

After preparing Beaver triples for the second layer and computing the output sharings of the
multiplication gates in the first layer, all parties can locally compute the degree-t Shamir sharings
associated with the output wires of this two-layer circuit. These sharings will be fed to the next
two-layer circuit, which is sufficient to start the evaluation since the original DN multiplication
protocol does not require any special property of the input sharings. Therefore in the evaluation
of the whole circuit, these two types of multiplication protocols are alternatively used in every
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two layers.

Improving the Communication Complexity. While the above helps us make progress, it does
not achieve our final goal. In particular, using the original DN protocol requires the communi-
cation of 6 elements per party per gate. We note that for multiplications in different layers, we
have different requirements:
¢ For multiplication gates in the first layer, we need the output sharings to have the Beaver-
triple friendly form.

¢ For multiplication gates in the second layer, we compute the Beaver triples in the form of
([a]t, [b]t, [c]¢). We only need to obtain the degree-t Shamir sharing of [c]; for each Beaver
triple.

Therefore for multiplication gates in the second layer, we can use our improved multiplication
protocol to compute Beaver triples, which requires the communication of 4 elements per party
per multiplication. For multiplication gates in the first layer, however, Pyi,; needs to send the
same values to all parties. It seems like our trick of using ¢-wise independence does not work in
this scenario.

Having a closer look at our trick of using ¢-wise independence, for a multiplication gate han-
dled by an honest party, the secret r of the random double sharings is fixed given the double
random sharings used for multiplication gates handled by corrupted parties. Revealing the re-
construction result of [e]y; := [z]; - [y]; + [r]2; may leak the multiplication result to the adversary.
Therefore, to be able to reveal the reconstruction result, 7 needs to be uniformly random for ev-
ery multiplication gate. However, we note that r being uniformly random is not equivalent to the
pair of double sharings ([r];, [r]2;) being uniformly random.

Therefore, we want to decouple the relation between r and the double sharings. Note that a
pair of double sharings ([r];, [r]s;) is equivalent to a pair of sharings ([r];, [0]2;), where the first
sharing is a degree-t Shamir sharing of  and the second sharing is a degree-2¢ Shamir sharing
of zero o = 0. To see this, given ([r];, [r]a:), We can set [0]o; := [r]ar — [r]e; given ([r]q, [0]a:),
we can set [r]y; := [r]; + [0]a;. When using a pair of sharings ([r], [0]2:), the DN multiplication
protocol becomes:

1. All parties locally compute [e]o; := [2] - [y]: + []¢ + [0]2-

2. Pying collects all shares of [e]2¢ and reconstructs the secret e. Then Pying sends the value e

to all other parties.

3. After receiving e from Pying, all parties locally compute [z}, := e — [r],.

Note that [0y, is only used to compute [e]o,. When Py, is an honest party, [0}, does not need to
be a uniformly random degree-2t sharing of 0. Thus, we can use ¢-wise independent [0]y;’s with
uniformly random degree-¢ sharings [r];’s.

In [28]], it has been shown that preparing a random degree-¢ random sharing requires the
communication of 2 elements per party. In Chapter [0.3] following from the same idea of prepar-
ing random degree-t Shamir sharings, we show that preparing a random degree-2¢ sharing of 0
requires the communication of 2 elements per party as well. Then, using our idea of ¢-wise inde-
pendence, we expand ¢ random degree-2t sharings of 0 to n sharings with ¢-wise independence.
In this way, the communication cost of preparing correlated-randomness for one multiplication
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in the first layer is 2+ 2 - t/n =~ 3 elements. Including the communication cost of the multiplica-
tion protocol in [28]], which is 2 elements per party, the overall cost per multiplication in the first
layer is 5 elements per party.

Recall that for multiplication gates in the second layer, we will use our improved multipli-

cation protocol to compute Beaver triples, which requires the communication of 4 elements per
party per gate. To evaluate the whole circuit, we first partition it into a sequence of two-layer sub-
circuits. Then we use the above strategy to evaluate each two-layer sub-circuit in a predetermined
topological order. Assuming that the number of multiplication gates in the first layer is roughly
the same as the number of multiplication gates in the second layer, the concrete efficiency is
(44 5)/2 = 4.5 elements per party per gate.
Theorem 4.2. Let n be a positive integer and F be a finite field of size |F| > n + 1. For
all arithmetic circuit C over F, there is an information-theoretic n-party MPC protocol, which
achieves semi-honest security against a semi-honest adversary controlling t < n/2 corrupted
parties, with communication complexity O(|C| - n + n?) elements, where |C| is the circuit size.
Furthermore, the concrete efficiency is 4.5 elements per party per multiplication gate but halving
the number of rounds.

4.4 Achieving Malicious Security

In [38]], Genkin et al. showed that the DN protocol [28]] is secure up to an additive attack in
the presence of a malicious adversary. An additive attack means that the adversary is able to
change the multiplication result by adding an arbitrary fixed value. Security up to an additive
attack means that what a malicious adversary can do is to launch additive attacks to multipli-
cation results. As one corollary, the DN protocol provides full privacy of honest parties before
reconstructing the output. Therefore, a straightforward strategy to achieve security-with-abort is
to (1) run the DN protocol until the output phase, (2) check the correctness of the computation,
and (3) reconstruct the output only if the check passes.

In the DN protocol [28]], all parties compute a degree-t Shamir sharing for each wire. Since
the Shamir secret sharing scheme is linearly homomorphic, addition gates can be evaluated with-
out interaction. Therefore, to achieve security-with-abort, the main task is to verify the multipli-
cations. We first present a verification protocol for multiplication tuples which are under additive
attacks. Then we discuss how to compile both of our protocols (the t—wise variant and the
round-compression variant) to achieve security-with-abort by using the above verification
protocol. At a high-level,

¢ For the t-wise variant, we will show that the protocol is also secure up to an additive
attack. Thus, directly using the verification protocol for multiplication tuples which are
under additive attacks is sufficient.

¢ For the round-compression variant, recall that the evaluation is done by first par-
titioning the circuit into a sequence of two-layer sub-circuits and then evaluating each
sub-circuit. We note that the correctness of the computation requires the following two
points:

* All Pying’s send the same values to all other parties for multiplication gates in the first
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layer of all sub-circuits.
= All multiplication tuples are correctly computed.

We will first verify that all parties receive the same values from Fi;n,’s when evaluating
multiplication gates in the first layer of all sub-circuits. Under this condition, we manage
to show that the multiplication tuples are secure up to an additive attack. Therefore, we
can use the verification for multiplication tuples which are under additive attacks to verify
the second point.

Our idea is inspired by two techniques and their natural extensions: the DN multiplication
protocol [28] and its extension for an inner-product operation [24], and the batch-wise multipli-
cation verification technique [10] and its extension for inner-product tuples [60]. We first review
the batch-wise multiplication verification technique introduced in [[10].

4.4.1 Review: Batch-wise Multiplication Verification

This technique is introduced in the work of Ben-Sasson, et al. [[10]. It is used to check a batch of
multiplication tuples efficiently. Specifically, given m multiplication tuples

(=D [y 200, ([P, [P [2200), - (™ [y, [207),

we want to check whether 2 -y = () forall i € {1,2,...,m}.
The high-level idea is constructing three polynomials f(-), g(-), h(-) such that

Vie{1,2,...,m}, f(i) = 29, g(i) =y, h(i) = 2.

Then check whether f - g = h. Here f(+), g(-) are degree-(m — 1) polynomials so that they can
be determined by {2} {3} respectively. In this case, h(-) should be a degree-2(m — 1)
polynomial which is determined by 2m — 1 values. To this end, fori € {m + 1,...,2m — 1},
we need to compute 29 = f(i) - g(4) so that h(-) can be computed by {2} 1,

All parties first locally compute [f(-)]; and [g(-)]; using {[z®],}7, and {[y)],}1", respec-
tively. Here a degree-t sharing of a polynomial means that each coefficient is secret-shared. For
i € {m+1,...,2m—1},all parties locally compute [f(7)];, [¢(i)]; and then compute [z(?], using
the multiplication protocol in [28]]. Finally, all parties locally compute [A(-)]; using {[2®];}37 1.

Note that if 2 .y = 20 foralli € {1,2,...,2m — 1}, then we have f - g = h. Otherwise,
we must have f - g # h. Therefore, it is sufficient to check whether f - g = h. Since h(-) is
a degree-2(m — 1) polynomials, in the case that f - ¢ = h, the number of z such that f(x) -
g(x) = h(z) holds is at most 2(m — 1). Thus, it is sufficient to test whether f(x) - g(z) = h(x)
for a random z. As a result, this technique compresses m checks of multiplication tuples to a
single check of the tuple ([f(z)]:, [g(x)]:, [R(2)]:). A secure technique for checking the tuple
([f (@), [g(x)]s, [1(2)]e) was given in [10,60].

The main drawback of this technique is that it requires one additional multiplication operation
per tuple. Our idea is to improve this technique so that the check will require fewer multiplication

operations.
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4.4.2 Extensions

Now we review the two natural extensions of the DN multiplication protocol and the batch-wise
multiplication verification technique respectively.

Extension of the DN Multiplication Protocol. In essence, the DN multiplication protocol
uses a pair of random double sharings to reduce a degree-2t sharing [x - y]o; to a degree-t sharing
[ - y];. Therefore, an extension of the DN multiplication protocol is used to compute the inner-
product of two vectors of the same dimension.

Given two input vectors of sharings ([x1], . . ., [z¢]¢) and ([x1]s, - - ., [e]+), the goal is to com-
pute a degree-t Shamir sharing [z], where

l
z = E ZL‘j'yj.
j=1

This can be done by using the same strategy as the DN multiplication protocol and in particular,
with the same communication cost. This is because, just like in the multiplication protocol, here
all parties can locally compute the shares of the result. These shares are then randomized and
sent to Py, for degree reduction. More details can be found in Chapter This extension is
observed in [24]].

Extension of the Batch-wise Multiplication Verification. We can use the same strategy as
the batch-wise multiplication verification to check the correctness of a batch of inner-product
tuples.

Specifically, given a set of m inner-product tuples

(@ 2010, (W W00, D)),

we want to check whether ijl xg-i) : ]@ = 2@ foralli € {1,2,...,m}. The only difference is

that, for all j € {1,2,...,¢}, all parties will compute f;(-), g;(-) such that

and all parties need to compute 2], = [Z§:1 fi(@) - g;(@)]s foralli € {m+1,...,2m — 1},
which can be done by the extension of the DN multiplication protocol. Let h(-) be a degree-
2(m — 1) polynomial such that

Vie{l1,2,...,2m — 1}, h(i) = 2.

Then, it is sufficient to test whether Zf.:l fj(x) - gj(x) = h(x) for a random z. As a result, this
technique compresses m checks of inner-product tuples to a single check of the tuple

([fr@)ss - Ue(@)])s (92 (@), - - lge(@)]e), [P ()]0)-

It is worth noting that the communication cost remains the same as the original technique. More
details can be found in This extension is observed in [60]].
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Using these Extensions for Reducing the Field Size. We point out that these extensions are
not used in any way in the main results of [24,|60]. In [24], the primary purpose of the extension
is to check more efficiently in a small field. In more detail, [24] has a “secure MAC” associated
with each wire value in the circuit. At a later point, the MACs are verified by computing a linear
combination of the value-MAC pairs with random coefficients. Unlike the case in a large field,
the random coefficients cannot be made public due to security reasons. Then a computation of a
linear combination becomes a computation of an inner-product. [24] relies on the extension of
the DN multiplication protocol to efficiently compute the inner-product of two vector of sharings.
However we note that with the decrease in the field size, the number of field elements required
per gate grows up and hence the concrete efficiency goes down. In [60], the extension of the
batch-wise multiplication verification technique is only pointed out as a corollary of independent
interest.

4.4.3 Fast Verification for a Batch of Multiplication Tuples

Now we are ready to present our technique. Suppose the multiplication tuples we want to verify
are

([P [y [200e), ([P, [P, [2200), - (™ [y ™, [207)).
The starting idea is to transform these m multiplication tuples into one inner-product tuple. A
straightforward way is just setting

(([x(l)]tv [x@)]ta R [x(m)]t)v ([y(l)]t7 [y(Q)]tv R [y(m)]t)v [Z]t = Z[z(i)]t)'

However, it is insufficient to check this tuple. For example, if corrupted parties only maliciously
behave when computing the first two tuples and cause z") to be ™) - y() + 1 and 2® to be
£ .y — 1, we cannot detect it by using this approach. We need to add some randomness so
that the resulting tuple will be incorrect with overwhelming probability if any one of the original
tuples is incorrect.

Step One: De-Linearization. Our idea is to use two polynomials with coefficients {2z -y}
and {2V} respectively. Concretely, let

F(X) = (zW.yW) 4+ @@ .y X .. 4 (g™ . yim)xm-t
G(X) = 240X+ 4mxm

Then if at least one multiplication tuple is incorrect, we will have F' # G. In this case, the
number of = such that F'(x) = G(x) is at most m — 1. Therefore, with overwhelming probability,
F(r) # G(r) where r is a random element.

All parties will prepare a random degree-t Shamir sharing [r]; (see Chapter for more
details) and reconstruct the value . We set

()@ ). O P D0, [ = Do )

The above inner-product tuple is what we wish to verify.
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Step Two: Dimension-Reduction. Although we only need to verify the correctness of a single
inner-product tuple, it is unclear how to do it efficiently. It seems that verifying an inner-product
tuple with dimension m would require communicating at least O(mn) field elements. Therefore,
instead of directly doing the check, we want to first reduce the dimension of this inner-product
tuple.

Towards that end, even though we only have a single inner-product tuple, we will try to take
advantage of batch-wise verification of inner-product tuples. Let k£ be a compression parameter.
Our goal is to transform the original tuple of dimension m to be a new tuple of dimension m/k.

To utilize the extension, let ¢ = m/k and we separate each of the two input vectors of the orig-
inal inner-product tuple into k sub-vectors of dimension ¢. Concretely, For all i € {1,2,...,k},
the i-th sub-vectors from the two input vectors are

([agi)]t, 7 [aéi)]t> — (TM—Z . [aj(z’-é—ﬂ-&-l)]t? o ’ri-é—l . [x(i'g)]t)
- B = (W )
For eachi € {1,2,...,k — 1}, we compute [c)], = [Z§:1 ag-i) . bgi)]t using the extension of the
k=1

DN multiplication protocol. Then set [¢®], = [z], — Y7, [¢?)];. In this way, if the original tuple
is incorrect, then at least one of the new inner-product tuples is incorrect.

Finally, we use the extension of the batch-wise multiplication verification technique to com-
press the check of these k inner-product tuples into one check of a single inner-product tuple. In
particular, the resulting tuple has dimension ¢ = m/k.

Note that the cost of this step is O(k) inner-product operations, which is just O(k) multipli-
cation operations, and a reconstruction of a sharing, which requires O(nQ) elements. After this
step, our task is reduced from checking the correctness of an inner-product tuple of dimension m
to checking the correctness of an inner-product tuple of dimension /.

Step Three: Recursion and Randomization. We can repeat the second step log, m times so
that we only need to check the correctness of a single multiplication tuple in the end. To simplify
the checking process for the last tuple, we make use of additional randomness.

In the last call of the second step, we need to compress the check of k£ multiplication tuples
into one check of a single multiplication tuple. We follow the idea in [60] and include an addi-
tional random multiplication tuple as a random mask of these &£ multiplication tuples. That is,
we will compress the check of £ + 1 multiplication tuples in the last call of the second step. In
this way, to check the resulting multiplication tuple, all parties can simply reconstruct the shar-
ings and check whether the multiplication is correct. This reconstruction reveals no additional
information about the original inner-product tuple because of this added randomness.

The random multiplication tuple is prepared in the following manner.

1. All parties prepare two random sharings [al;, [b]; (see Chapter[5.2]for more details).

2. All parties compute [c]; = [a - b]; using the DN multiplication protocol.

Efficiency Analysis. Note that each step of compression requires O(k) inner-product (or mul-
tiplication) operations, which requires O(kn) field elements. Also, each step of compression
requires to reconstruct a random sharing, which requires O(n?) field elements. Therefore, the
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total amount of communication of verifying m multiplication tuples is O((kn + n?) - log, m)
field elements. Since the number of multiplication tuples m is bounded by poly(x) where k is
the security parameter. If we choose k = k, then the cost is just O(kn + n?) field elements,
which is independent of the number of multiplication tuples.
Remark 4.1. An attractive feature of our approach is that the communication cost is not affected
by the field size. To see this, note that the cost of our check only has a sub-linear dependence on
the circuit size. Therefore, we can run the check over an extension field of the original field with
large enough size, which does not influence the concrete efficiency of our construction.

As a comparison, the concrete efficiency of both constructions [24, 160] suffer if one uses
a small field. This is because in both constructions, the failure probability of the verification
depends on the size of the field. For a small field, they need to do the verification several times to
acquire the desired security. The same trick does not work because the cost of their checks has a
linear dependency on the circuit size.

Relation with the Technique in [13]. We note that our idea is similar to the technique in [13]]
when it is used to construct MPC protocols. When n = 3 and ¢ = 1, our construction is
very similar to the construction in [13]]. For a general n-party setting, the construction in [[13]]
relies on the replicated secret sharings and builds upon the sublinear distributed zero knowledge
proofs constructed in [[13]]. However, the computation cost of the replicated secret sharings goes
exponentially in the number of parties. This restricts the construction in [13]] to only work for a
constant number of parties. On the other hand, we explore the use of the Shamir secret sharing
scheme in the n-party setting. Our idea is inspired by the extensions of the DN multiplication
protocol [24, 28] and the batch-wise multiplication verification [[10} |60]. This allows us to get a
positive result without relying on replicated secret sharings. We also note that the construction
in [[13]] requires the sharings (related to the distributed zero knowledge proof) to be robust and
verifiable. We simplify this technique by removing the use of a robust secret sharing scheme and
a verifiable secret sharing scheme.

Moreover, we explore a recursion trick to further improve the communication complexity of
verifying multiplications. Compared with the construction in [13]] which requires to communi-
cate O(+/]CY) bits, we achieve O((kn + n?) - log,, |C| - %) bits.

4.4.4 Achieving Malicious Security for Our Two Semi-honest Protocols

Now we show how to use our fast verification protocol to achieve malicious security for both of
our two protocols without affecting the concrete efficiency.

For t—wise Variant. Recall that in the t —wi se variant, our idea is to use ¢-wise independent
random double sharings to replace the uniform random double sharings in the DN multiplication
protocol. We can show that the t —wise variant is also secure up to an additive attack. Thus we
can achieve malicious security by the following steps:

1. Run the t —wise variant until the output phase.

2. Check the correctness of multiplication tuples using our fast verification protocol.

3. Reconstruct the output only if the check passes.
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Compared with the semi-honest protocol, the only additional cost is our fast verification protocol,
which has sub-linear communication complexity in the circuit size. Thus, the concrete efficiency
of the maliciously secure t —wise variant remains 4 field elements per party per multiplication
gate.

Theorem 1.1. Let n be a positive integer and F be a finite field of size |F| > n + 1. For
all arithmetic circuit C over F, there is an information-theoretic n-party MPC protocol, which
achieves malicious security (with abort) against a fully malicious adversary controlling t < n /2
corrupted parties, with communication complexity O(|C| - n + n? - k + n - k?) elements, where
K is the security parameter and |C| is the circuit size. Furthermore, the concrete efficiency is 4
elements per party per multiplication gate.

For round-compression Variant. Recall that in the round-compression variant, the
evaluation is done by first partitioning the circuit into a sequence of two-layer sub-circuits and
then evaluating each sub-circuit. In particular, the multiplication gates in the first layer requires
Pying to distribute the same value to all other parties. Thus, an adversary can not only launch
additive attacks in the multiplication protocols, but also distribute different values to other parties
when Py, is corrupted. On the other hand, we can still prove that the round-compression
variant provides full privacy of honest parties before reconstructing the output. Thus, it is suffi-
cient to verify the following two points before reconstructing the output.

® All Pying’s send the same values to all other parties for multiplication gates in the first layer

of all sub-circuits.

¢ All multiplication tuples are correctly computed.

We will first verify that all parties receive the same values from Py;n,’s when evaluating
multiplication gates in the first layer of all sub-circuits. This is done by simply computing a
random linear combination of all public values and then exchange the result with each other.
Note that the communication complexity of the first check is independent of the circuit size.

If the first check passes, we manage to show that the multiplication tuples are secure up to an
additive attack. Therefore, we can use our fast verification protocol to check the correctness of
all multiplication tuples. In summary, we can achieve malicious security by the following steps:

1. Run the round-compression variant until the output phase.

2. Check that all parties receive the same public values from Pyiyng’s.
3. Check the correctness of multiplication tuples using our fast verification protocol.

4. Reconstruct the output only if the check passes.

Since both checks have sub-linear communication complexity in the circuit size, the concrete
efficiency of the maliciously secure round—-compression variant remains 4.5 field elements
per party per multiplication gate.

Theorem 1.2. Let n be a positive integer and F be a finite field of size |F| > n + 1. For
all arithmetic circuit C over F, there is an information-theoretic n-party MPC protocol, which
achieves malicious security (with abort) against a fully malicious adversary controlling t < n /2
corrupted parties, with communication complexity O(|C| - n + n? - k + n - k?) elements, where
K is the security parameter and |C| is the circuit size. Furthermore, the concrete efficiency is 4.5
elements per party per multiplication gate but halving the number of rounds (up to a constant
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number of rounds).
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Chapter 5

Preliminaries

5.1 Shamir Secret Sharing Scheme

In this work, we use the standard Shamir secret sharing scheme [64]. Recall that n is the number
of parties. Let oy, g, . . ., a;, be n distinct non-zero elements in .

A degree-d Shamir sharing of z € F is a vector (wy, ..., w,) which satisfies that, there
exists a polynomial f(-) € F[X]| of degree at most d such that f(0) = x and f(«;) = w; for
i € {1,...,n}. Each party P, holds a share w; and the whole sharing is denoted by [z].

Security Properties of the Shamir Secret Sharing Scheme. Recall that ¢ is the number of
corrupted parties. The Shamir secret sharing scheme has the following security property:
¢ A random degree-d Shamir sharing can be reconstructed from any d + 1 shares, and any
d shares are independent of the secret. Therefore, for all d > ¢, the shares of a random
degree-d Shamir sharing held by corrupted parties are independent of the secret. For all
d < n —t, the shares of a degree-d Shamir sharing held by honest parties fully determine
the secret.

Algebraic Properties of the Shamir Secret Sharing Scheme. In the following, we will uti-
lize two algebraic properties of the Shamir secret sharing scheme. The operations between two
sharings are done by letting each party perform the same operation over its own shares.

e Linear Homomorphism: For all d < n — 1 and for all degree-d Shamir sharings [z], and

[?J]d,
[+ yla = [x]a + [Y]a-

e Multiplication: For all d < (n — 1)/2 and for all degree-d Shamir sharings [z]; and [y]4,
[+ ylag = [z]a - [yYla-
Terminologies and Remarks. For a degree-k polynomial f(-) € G[X], let ¢y, . .., ¢} denote
the coefficients of f(-). If all parties hold degree-d sharings of cq, ..., ¢, then for all public

input x € G, all parties can locally compute the degree-d sharing [f(z)]4, which is a linear
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combination of [co|4, [c1]4, - - -, [ck]4- Essentially, it means that all parties hold a degree-d sharing
of the polynomial f(-). In the following, we use [f(-)]4 to denote a degree-d sharing of the
polynomial f(-).

We refer to a pair of sharings ([r];, [r|2;) of the same secret value r as a pair of double
sharings. Since n = 2t + 1 and t parties are corrupted, the rest of ¢ + 1 parties are honest.
Therefore, the secret value of a degree-t sharing is determined by the shares held by honest
parties. Let H denote the set of honest parties and Corr denote the set of corrupted parties. Note
that once a degree-t sharing is distributed, the secret value is fixed and in particular, corrupted
parties can no longer change the secret value even if the sharing is dealt by a corrupted party.

5.2 Generating Random Sharings

We introduce a simple protocol RAND, which comes from [28]], to let all parties prepare ¢t + 1 =
O(n) random degree-t sharings in the semi-honest setting. The functionality is presented in
Functionality [5.1]

Figure 5.1: Functionality .4

1. Frana receives from the adversary the set of shares {r; }iccorr-

2. Frana randomly samples r. Based on the secret r and the ¢ shares {r; };ccor Of corrupted
parties, Frua reconstructs the whole sharing [r]; and distributes the shares of [r]; to
honest parties.

The protocol will utilize a predetermined and fixed Vandermonde matrix of size n x (¢ + 1),
which is denoted by M (therefore M is a (¢ + 1) x n matrix). An important property of a
Vandermonde matrix is that any (£+1) x (¢4 1) submatrix of M is invertible. The description of
RAND appears in Protocol[5.2] The communication complexity of RAND is O(n?) field elements.

Figure 5.2: Protocol RAND

1. Each party P; randomly samples a sharing [s(V], and distributes the shares to other
parties.

2. All parties locally compute
([r(l)]tv [T(Z)]tv SR [r(t+1)]t)T = M([S(l)]b [5(2)]t7 R [S(H)]t)T

and output [rM], [r®],, ..., [r*V],.

We show that this protocol securely computes Functionality in the presence of a fully
malicious adversary.
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Lemma 5.1. The protocol RAND securely computes the functionality F,.,q in the presence of a
fully malicious adversary controlling t corrupted parties.

Proof. Let A denote the adversary. We will construct a simulator S to simulate the behaviors
of honest parties. Recall that Corr denotes the set of corrupted parties and H denotes the set of
honest parties.

Simulation of RAND. In the first step, when an honest party P; needs to distribute a random
sharing [s(V],, S samples ¢ random elements as the shares of corrupted parties and sends them to
the adversary. For each corrupted party P;, S receives the shares of [s(], held by honest parties.
Note that S learns ¢ + 1 shares of [s(?)],, which determines the whole sharing. S computes the
shares of [s(]; held by corrupted parties.

In the second step, S computes the shares of each [r(V], held by corrupted parties and passes
these shares to Frand.

Hybrids Argument. Now we show that S perfectly simulates the behaviors of honest parties.
Consider the following hybrids.

Hybrid,: The execution in the real world.

Hybrid,: In this hybrid, & changes the way of preparing a random sharing for each honest
party F;:

1. S first randomly samples the shares of [s()]; held by corrupted parties and sends them to
corrupted parties.

2. Then, S randomly samples the secret s(*). Based on the secret s() and the ¢ shares of [s(")],
held by corrupted parties, P; reconstructs the whole sharing [s()], and distributes the shares
to the rest of honest parties.

For each corrupted party P;, S locally computes the shares of [s(?)], held by corrupted parties.

Note that this does not change the distribution of the random sharings generated by honest
parties. The distribution of Hybrid,, is identical to the distribution of Hybrid,.

Hybrid,: In this hybrid, S omits the second step when preparing a random sharing for each
honest party P; in Hybrid,. Recall that in Hybrid,, for all i € [n], S has computed the shares of
[s®], held by corrupted parties. For each [r)],, S computes the shares of corrupted parties and
sends them to Fang.

We show that the distribution of Hybrid, is identical to the distribution of Hybrid, .

Let M7 denote the sub-matrix of M containing the columns of M with indices in H and
MC" denote the sub-matrix of M containing the columns of M with indices in Corr. Let
([s7];)2 denote the vector of the sharings dealt by parties in 7 and ([s"],)c,r, denote the vector
of the sharings dealt by parties in Corr. Then,

(Ol L T = M) [P )T
= M™([sD))5 + M (D)) o
Note that M™ is a (t + 1) x (¢t + 1) matrix. By the property of Vandermonde matrices,
M™ is invertible. Therefore, given the sharings {[sV];};ccor dealt by corrupted parties, there
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is a one-to-one map from {[s)];};c3 to {[rV];}ici+1). Note that the only difference between
Hybrid, and Hybrid, is that, in Hybrid,, {[s"];};c% is randomly generated (based on the
shares which have been sent to corrupted parties) while in Hybrid,, F..,q directly generates
{[r];}icjt+1) based on the shares that corrupted parties should hold. However, this does not
change the distribution of the shares of {[r"];};ci+1 held by honest parties. Therefore, the
distribution of Hybrid, is identical to the distribution of Hybrid, .

Note that Hybrid, is the execution in the ideal world and the distribution of Hybrid, is
identical to the distribution of Hybrid,, the execution in the real world. ]

5.3 Generating Random Double Sharings

We introduce a simple protocol DOUBLERAND, which comes from [28], to let all parties prepare
t + 1 = O(n) pairs of random double sharings in the semi-honest setting. Recall that a pair of
double sharings ([r];, [r]2:) contains two sharings of the same secret value 7. Double sharings
will be used to evaluate multiplication gates.

The functionality is presented in Functionality [5.3] The description of DOUBLERAND ap-
pears in Protocol The communication complexity of DOUBLERAND is O(n?) field elements.

Figure 5.3: Functionality J,upicrand

1. FuaoubleRand Teceives from the adversary two sets of shares {7;}iccorr and {7} }iccorr-
FaoubleRand VieW the first set as the shares of corrupted party for the degree-t sharing,
and the second set as the shares for the degree-2¢ sharing.

2. Fdaoublerand Tandomly samples 7 and prepares the double sharings as follows.

e For the degree-t sharing, based on the secret r and the ¢ shares {7;}iccorr Of
corrupted parties, Fyoublerand TeCONStructs the whole sharing [r];.

¢ For the degree-2t sharing, Fyouplerana Tandomly samples ¢ elements as the shares
of the first ¢ honest parties. Based on the secret r, the ¢ shares of the first £ honest
parties, and the ¢ shares {7} };ccor Of corrupted parties, Fyoublerand rECONStructs
the whole sharing [r]y;.

Finally, Fyoublerana distributes the shares of ([r];, [r]2;) to honest parties.

We show that this protocol securely computes Functionality [5.3] in the presence of a fully
malicious adversary.
Lemma 5.2. The protocol DOUBLERAND securely computes the functionality Fioupicrana it the
presence of a fully malicious adversary controlling t corrupted parties.

Proof. Let A denote the adversary. We will construct a simulator S to simulate the behaviors

of honest parties. Recall that Corr denotes the set of corrupted parties and H denotes the set of
honest parties.

36



Figure 5.4: Protocol DOUBLERAND

1. Each party P; randomly samples a pair of double sharings ([s®];, [s(]y,) and dis-
tributes the shares to other parties.

2. All parties locally compute

() s )T = MO 8 [
(s r®laes o )T = MV (8Pt s n)”

and output ([rM],, [rM]a,), ([r®], [rP]a), ..., ([rE Y], [rtV]y,).

Simulation of DOUBLERAND. In the first step, when an honest party P; needs to distribute a
pair of random double sharings ([s];, [s()]y;), for each corrupted party P;, S samples 2 random
elements as its shares of ([s)];, [s7]5;) and sends them to the adversary For each corrupted
party P;, S receives the shares of ([s?)],, [s)],,) held by honest parties. Note that S learns ¢ + 1
shares of [s(¥)],, which determines the whole sharing. S computes the secret s and the shares
of [s)], held by corrupted parties. For [s()]y;, S samples a random degree-2¢ sharing based on
the secret s() and the shares held by honest parties, and views this degree-2¢ sharing as the one
distributed by F;.

In the second step, S computes the shares of each pair ([r®];, [r]y) held by corrupted
parties and passes these shares to FyoubleRand-

Hybrids Argument. Now we show that S perfectly simulates the behaviors of honest parties.
Consider the following hybrids.

Hybrid,: The execution in the real world.

Hybrid, : In this hybrid, S changes the way of preparing a pair of random sharings for each
honest party P;:

1. S first randomly samples the shares of ([s(¥];, [sV],;) held by corrupted parties and sends
them to corrupted parties.

2. Then, S randomly samples the secret s). Based on the secret s(*) and the ¢ shares of [s(],
held by corrupted parties, P; reconstructs the whole sharing [s(],. Based on the secret s(*)
and the shares of [s(],, held by corrupted parties, P; samples a random degree-2t sharing
[s(i)]Qt (in the same way as Fyouplerand N Step 2). Then S distributes the shares to the rest
of honest parties.

For each corrupted party P;, S locally computes the shares of ([s(];, [s()],;) held by cor-
rupted parties.

Note that this does not change the distribution of the random double sharings generated by
honest parties. The distribution of Hybrid, is identical to the distribution of Hybrid, .

Hybrid,: In this hybrid, S omits the second step when preparing a pair of random sharings
for each honest party P, in Hybrid,. Recall that in Hybrid,, for all i € [n], S has computed the
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shares of ([s)];, [s"]5) held by corrupted parties. For each pair ([r¥];, [r)]), S computes the
shares of corrupted parties and sends them to Fyouplerand-

We show that the distribution of Hybrid, is identical to the distribution of Hybrid, .

Let M* denote the sub-matrix of M containing the columns of M with indices in H and
MC° denote the sub-matrix of M containing the columns of M with indices in Corr. Let
([s9]¢) %, ([s]2;) denote the vectors of the sharings dealt by parties in H and ([s™];)corr»
([5)]2¢)corr denote the vectors of the sharings dealt by parties in Corr. Then,

([0 P V)T = MW, 8P (8™
= M’H([S(z)]t) +MC0TT([S(Z ]t>Corr

([ Moo, [F® e, o [P )™ = M([sW]ar, [sP]ar, - [s7)]20)T
MM ([s)a0) 5 + M ([8%]20) o

Note that M* is a (t + 1) x (¢t + 1) matrix. By the property of Vandermonde matrices,
M™ is invertible. Therefore, given the sharings {([s®];, [sV]s;)}iccorr dealt by corrupted par-
ties, there is a one-to-one map from {([s], [s®]2) }iers to {([rP]s, [r@]2s) }iejt11)- Note that
the only difference between Hybrid, and Hybrid, is that, in Hybrid,, {([s®];, [s(]s) }ien is
randomly generated (based on the shares which have been sent to corrupted parties) while in
Hybrid,, Fyouierana directly generates {([r(i)]t, [r(i)]Qt)}ie[tJrl] based on the shares that corrupted
parties should hold. However, this does not change the distribution of the shares of {[rV]; };c+1]
held by honest parties. To see this, note that for any double sharings {([r®];, [r]2;) }ie(t+1) gen-
erated by Fyoupierands W€ can compute back to a set of valid double sharings {([sV];, [s]2;) }ien.
Therefore, the distribution of Hybrid,, is identical to the distribution of Hybrid,.

Note that Hybrid, is the execution in the ideal world and the distribution of Hybrid, is
identical to the distribution of Hybrid,, the execution in the real world. ]

5.4 Generating Random Coins

Relying on Fi 4, we show how to securely generate a random field element. The functionality
Feomn s presented in Functionality [5.5] The description of COIN appears in Protocol [5.6] The
communication complexity of COIN is O(n?) field elements.

Figure 5.5: Functionality f_.;,

1. Feoin Samples a random field element 7.
2. Feoin Sends r to the adversary.
e [f the adversary replies continue, F.., sends r to honest parties.

e If the adversary replies abort, F ., sends abort to honest parties.

Lemma 5.3. The protocol COIN securely computes F,;, with abort in the F,,,q-hybrid model in
the presence of a fully malicious adversary controlling t corrupted parties.
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Figure 5.6: Protocol COIN

1. All parties invoke JFi,nq to prepare a random sharing [r];.

2. Every party P, sends its share of [r]; to all other parties. After receiving all the shares,
P; checks that whether [r]; is a valid sharing, i.e., all the shares lie on a polynomial of
degree at most t.

¢ If true, P; reconstructs the secret r and takes it as output.

e Otherwise, P; sends abort to all other parties and aborts.

Proof. Let A denote the adversary. We will construct a simulator S to simulate the behaviors
of honest parties. Recall that Corr denotes the set of corrupted parties and H denotes the set of
honest parties.

Simulation of COIN. In the beginning, S receives the random element r from F,y,. When
invoking Fr,n4, S emulates Fr,nq and receives a set of shares {7; };ccor- from the adversary. Based
on the secret 7, and the shares {r;};cco- held by corrupted parties, S reconstructs the whole
sharing [r];.

After obtaining the whole sharing [r];, S can faithfully follow the protocol in COIN. If an
honest party aborts, S sends abort to F..,. Otherwise, S sends continue to Feyp.

Analysis of the security. Note that the only difference between the real world execution and
the ideal world execution is that, in the real world, the secret value r is randomly sampled by
Frand, While in the ideal world, r is received from F.,. However, in both F,,,q and Feoin, 7 18
randomly sampled. Therefore, the distributions of both executions are identical. O]
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Chapter 6

Efficient Semi-Honest MPC Protocols

In this chapter, we will introduce two improvements to the semi-honest DN protocol in [28]].

e The first improvement reduces the communication cost per multiplication gate per party
from 6 elements to 4 elements.

¢ The second improvement reduces the communication cost per multiplication gate per party
from 6 elements to 4.5 elements and reduce the number of rounds by a factor of 2.
Our core idea is to reuse the correlated-randomness prepared for multiplication gates.
We first give a short review of the construction in [28]]. Then we introduce our two improve-
ments.

6.1 Review of the Semi-Honest DN Protocol in [28]

At a high-level, the semi-honest protocol in [28] computes a degree-t Shamir sharing for each
wire. Since the Shamir secret sharing scheme is linear homomorphic, addition gates can be
evaluated without interaction. Therefore, the main concern is the evaluation of multiplication
gates.

The Multiplication Protocol in [28]. For a multiplication gate, given two input degree-¢
Shamir sharings [z}, [y];, the goal is to compute a degree-t Shamir sharing of the multiplica-
tion result [z - y|;. We model the ideal functionality J,, in Functionality

In [28], to evaluate a multiplication gate, all parties need to prepare a pair of random double
sharings ([r];, [r]2¢). This is done by invoking Fyouierand introduced in Chapter Recall that
the amortized communication complexity of the instanciation of Fyouplerana 10 [28]] 1s 4 elements
per party.

For a multiplication gate, suppose the input sharings are denoted by [z];, [y];. To compute
[z]: := [x-y]:, a pair of random double sharings ([r];, [r]2) is consumed. All parties first agree on
a special party Pying. Pring Will help do the reconstruction in the multiplication protocol. Then,
all parties run the following steps:

1. All parties locally compute [e]o; := [z]; - [y]s + [r]as-
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Figure 6.1: Functionality F,,;

1. Let [z];, [y]; denote the input sharings. JF,,; receives from honest parties their shares
of [x], [y]¢- Then Fryy reconstructs the secrets ., y. Fpu further computes the shares
of [z]¢, [y]: held by corrupted parties, and sends these shares to the adversary.

2. Fumun receives from the adversary a set of shares {z; }iccopr-

3. Fmur computes x - y. Based on the secret z := x - y and the ¢ shares {z; }iccorr> Fmult
reconstructs the whole sharing [z]; and distributes the shares of [z]; to honest parties.

2. Pying collects all shares of [e]2¢ and reconstructs the secret e. Then Pying sends the value e
to all other parties.

3. After receiving e from Pying, all parties locally compute [z], := e — [r];.

The correctness follows from the properties of the Shamir secret sharing scheme. Note that each
party needs to send an element t0 FPying, and Fyipn, needs to send an element to each party. The
communication complexity of this protocol is 2 elements per party. Including the communication
cost for preparing double sharings, the overall cost per multiplication gate is 6 elements per party.
We formally describe the DN multiplication protocol in Protocol [6.2]

Figure 6.2: Protocol DN-MULT

1. Suppose [x];, [y]; are the input degree-t Shamir sharings of the multiplication gate.

2. All parties invoke Fyoulerand tO prepare a pair of random double sharings ([r], [r]a;)-
3. All parties locally compute [e]o; = [x]; - [y]: + [1]2:-
4

. Pying collects all shares and reconstructs the secret e = x - y + r. Then Py, sends e
to all other parties.

5. All parties locally compute [z], = e — [r];.

The Main Protocol in [28]. Based on F,,;, Damgard and Nielsen construct the DN protocol
as follows (described in Protocol [6.3).
We have the following theorem from [28]].

Theorem 6.1 ([28]]). Let n be a positive integer and F be a finite field of size |F| > n + 1. For
all arithmetic circuit C over F, there is an information-theoretic n-party MPC protocol, which
achieves semi-honest security against a semi-honest adversary controlling t < n/2 corrupted
parties, with communication complexity O(|C| - n + n?) elements, where |C| is the circuit size.
Furthermore, the concrete efficiency is 6 elements per party per multiplication gate.
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Figure 6.3: Protocol DN-MAIN

1. Input Phase. Let Client;, ..., Client. denote the clients who provide inputs. For
every input gate of Client;, Client; samples a random degree-t Shamir sharing of its
input, [z];, and distributes the shares to all parties.

2. Evaluation Phase. All parties evaluate the circuit layer by layer.

e For each addition gate with input sharings [z];, [y];, all parties locally compute
the output sharing [z]; := [x]; + [y]+.

e For each multiplication gate with input sharings [z];, [y];, all parties invoke Fiyu
to compute the output sharing [z]; = [z - y];.

3. Output Phase. For each output gate of Client;, let [z]; denote the input sharing. All
parties send their shares of [z]; to Client; to let Client; reconstruct .

6.2 Reducing the Communication Complexity via ¢-wise In-
dependence

Our first improvement comes from a new protocol for F,,;. The amortized communication cost
of our new protocol is 4 elements per party. Our new protocol is based on the multiplication
protocol in [28].

In [44], Goyal et al. observe that in the second step, FPxing can alternatively distribute a
degree-t Shamir sharing [e];. Then in the last step, all parties can still compute [z]; := [e]; — [r];.
Furthermore, since e does not need to be private, Pyxing can set the shares of (a predetermined
set of) ¢ parties to be 0 in [e],. This means that Py;,, need not to communication these shares
at all, reducing the communication by half. This observation allows Goyal et al. to reduce the
communication cost from 6 elements to 5.5 elements.

6.2.1 Our Observation

We observe that in the fourth step of Protocol DN-MULT, F;n, can alternatively distribute a
degree-t Shamir sharing [e];. Then in the last step, all parties can still compute [z]; := [e]; — [r];.
By requiring Fi,e to generate a random sharing [e];, when Py, is an honest party, corrupted
parties only receive ¢ shares of a random degree-t sharing [e]; from Fiy,,, Which are uniform
and independent of the secret. As discussed in Chapter it means that we do not need to use
uniform double sharings when Py, is honest.

For n multiplication gates, our idea is to let each party behave as Py;,, for one multiplication
gate. Note that only ¢ out of n multiplications are handled by corrupted F;ng’s. To make sure
that all parties still use a pair of random double sharings when F;,, is corrupted, the n pairs
of double sharings for these n multiplication gates only need to be ¢-wise independent. To this
end, we will first generate ¢ pairs of random double sharings, and then expand them to n pairs of
double sharings with ¢-wise independence.
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Specifically, all parties agree on an n X ¢ Vandermonde matrix M . Let

(e, Do), () [r9)0)

be ¢ pairs of random double sharings prepared by Fyoublerand- All parties execute EXPAND (Pro-
tocol [6.4) to expand these ¢ pairs into n pairs of ¢-wise independent double sharings.

Figure 6.4: Protocol EXPAND

1. All parties agree on an n X ¢t Vandermonde matrix M. All parties locally compute

(0l 000 = M oo "
(F Doty [P = Mo, [rO)a)

2. All parties output {([F],, [F]y, P;)},, where ([F],, [F]y, P;) will be used for a
multiplication gate handled by P;.

Recall that Corr denotes the set of all corrupted parties. By the property of Vandermonde
matrices, there is a one-to-one map from {([F¥];, [FD]y) }iccorr to {[r@];, [rP]y}_,. Thus,
{([FD]y, [FD]a) Ysecorr are t pairs of random double sharings.

6.2.2 ATLAS Multiplication Protocol

To evaluate a multiplication gate, a pair of double sharings ([r], [r|a;, P;) is consumed. All
parties execute MULT (Protocol [6.5)).

Figure 6.5: Protocol MULT

1. Let ([r], [r]as, P;) be the random double sharings which will be used in the protocol.
Let [z];, [y]; denote the input sharings.

2. All parties locally compute [e]o; = [2]; - [y]; + [1]2-

3. P; collects all shares and reconstructs the secret e = x - y + r. Then F; randomly
generates a degree-t Shamir sharing [e]; and distributes the shares to other parties.

4. All parties locally compute [z]; = [e]; — [r]s-

To show the security of ATLAS multiplication protocol, we consider the scenario where
all parties evaluate a sequence of N multiplication gates. In particular, the input sharings of
each multiplication gate can depend on the input sharings or output sharings of the previous
multiplication gates. The functionality F! , appears in Functionality which invokes Fy

mult
for each multiplication gate. One can view F/ ., as an interface of F,. It allows us to replace
!

mult
the invocation of Fp,, in the semi-honest DN protocol [28] by the invocation of F, ., and thus

44



directly use ATLAS multiplication protocol in the semi-honest DN protocol [44]. The protocol
ATLAS-MULT appears in Protocol

Figure 6.6: Functionality 7/

mult

1. FJ . receives N from all parties.

2. Fromi = 1to N, let [z?],, [y®], denote the input sharings of the i-th multiplication

gate. F' . invokes Fu on [z0];, [y@];.

Figure 6.7: Protocol ATLAS-MULT

1. All parties set NV to be the number of multiplication gates to be evaluated.

2. All parties invoke Fyouplerand t0 prepare N - t/n pairs of random double sharings, and
invoke EXPAND to obtain IV pairs of double sharings in the form of ([r];, [r]2, P})

3. Fromi = 1to N, let [v];, [y™]; denote the input sharings of the i-th multiplication
gate. Suppose ([r]¢, [r]as, P;) is the first pair of unused double sharings. All parties
invoke MULT on [z, [y¥]; and ([r];, [r]as, P).

Lemma 6.1. The protocol ATLAS-MULT securely computes F,,,, in the Fyouplerana-hybrid model

in the presence of a semi-honest adversary controlling t corrupted parties.

Proof. Recall that Corr denotes the set of corrupted parties and H denotes the set of hon-
est parties. We first show that the random degree-2¢ sharing [r|y; output by Fyouplerana Satis-
fies that the shares of honest parties are uniformly random, and are independent of the shares
chosen by the adversary. Recall that Fyoupierang receives from the adversary two sets of shares
{ri}iccorr, {7} }iccorr and randomly samples ([r]:, [r]2;) such that the shares of [r];, [r]s; held by
corrupted parties are {r; }iccorr, {7: ficcorr T€Spectively. Consider the following sampling pro-
cess:

1. FaoubleRand Tandomly samples ¢+ 1 shares as the shares of [y, held by honest parties. Then,
FaoubleRand Teconstructs the whole sharing [r]y, using the shares of honest parties and the
shares {7/} co of corrupted parties, and computes the secret r.

2. FdoubleRand econstructs the whole sharing [r]; based on the secret r and the shares {7; }iccorr
of corrupted parties.

Note that the above process output a pair of random double sharings with the same distribution
as that described in the original Fyoulerand- HOWever, the shares of [r]o; held by honest parties
are randomly chosen in the first step and are independent of the shares {7; }iccorr, {7} }iccorr-
Recall that in EXPAND, all parties compute
([7:(1)]157 cey [f(n)]t)T = M([T(l)]ta teey [T(t)]t)T
([f(l)]Qta SR [f(n)]Qt)T = M([T(l)]Qta SR [r(t)]Zt)Ta
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where M is a Vandermonde matrix. From the above argument, the shares of {[r"]y,}!_, held
by honest parties are uniformly random. According to the property of Vandermonde matrices,
there is a one-to-one map from {[rV]y, }:_, to {[F¥]; }iccorr. Thus, the shares of {[F®]y }iccorr
held by honest parties are uniformly random. This means that for all double sharings in the form
of ([r], [r]at, Pj) output by EXPAND, where P; is a corrupted party, the shares of [r]s; held by
honest parties are uniformly random.

Let A denote the adversary. We will construct a simulator S to simulate the behaviors of
honest parties.

Simulation for ATLAS-MULT. In the first step, S emulates Fyouplerang and receives the shares
of random double sharings held by corrupted parties. Then S follows EXPAND and computes the
shares of the double sharings in the form of ([r];, [r]2, ;) held by corrupted parties.

In the second step, we describe the strategy of S for each invocation of MULT.

1. Let [z];, [y™”]; denote the input sharings. S receives from F . the shares of [2()];, [y®],
held by corrupted parties. Let ([r]:, ]2, ;) be the first pair of unused double sharings.
Recall that S has learnt the shares of [r];, [r]o; held by corrupted parties.

2. S computes the shares of [e()]y; := [#®]; - [y¥]; + [r]o; held by corrupted parties. If P; is
corrupted, S samples random elements as shares of [e(i)]gt of honest parties.

3. Depending on whether P; is honest, there are two cases:

e If P; is honest, S receives the shares from corrupted parties. For [e®],, S samples
random elements as the shares of corrupted parties.

e If P is corrupted, S sends the shares of [¢()]y, of honest parties to P;. Then S
receives the shares of [e(?]; of honest parties from P; and computes the shares held
by corrupted parties.

4. In the last step, S computes the shares of [z(V)], := [e)], — [(!)], held by corrupted parties.
Then S sends the shares of [2()], held by corrupted parties to F,

mult*

Analysis of the Security. Note that there are two differences between the real world execution
and the ideal world execution:

e When a multiplication gate is handled by an honest party P;, S samples random field
elements as the shares of [e]; of corrupted parties. Note that in the real world, an honest
party P; will generate a random degree-t Shamir sharing [e];, which satisfies that the shares
of corrupted parties are uniformly random. Thus, the distribution of the shares of [e]; held
by corrupted parties is identical in both worlds.

e When a multiplication gate is handled by a corrupted party P;, S samples random field
elements as the shares of [e]y; of honest parties. Recall that [e]o; = [z]; - [y] + [1]2:- As we
argued above, when P; is corrupted, the shares of [r],; held by honest parties are uniformly
random. Therefore, the shares of [e]ot held by honest parties are also uniformly random.
Thus, the distribution of the shares of [e],; held by honest parties is identical in both worlds.

Finally, regarding the outputs of honest parties, note that they are determined by the secrets and
the shares of corrupted parties. Since S computes the shares of corrupted parties and sends them
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to JF,..» the distribution of the outputs of honest parties is identical in both worlds. We conclude
that the distribution of both worlds are identical. [

6.2.3 Using 7, in the Semi-Honest DN protocol in [28]

In the semi-honest DN protocol in [28]], all parties invoke JF,,c for each multiplication gate. Note
that 7, invoke F,; for each multiplication. Therefore, we view F,,, as an interface of Fy.
All parties initialize F,,,, in the beginning of the protocol with the number of multiplications
they need to compute (which is determined by the circuit). Then we replace each invocation of
Fonutt BY Fruye-

Note that every ¢ pairs of random double sharings generated by Fyouplerana are expanded
to n pairs of double sharings. Therefore, the communication cost per pair of double sharings
is 4 - t/n ~ 2 elements per party. The overall cost per multiplication gate is 4 elements per
party. Therefore, when using ATLAS-MULT to instantiate ., we obtain a semi-honest MPC
protocol with communication complexity O(|C|-n+n?) field elements. In particular, the concrete
efficiency per multiplication gate is 4 elements per party.

Theorem 4.1. Let n be a positive integer and F be a finite field of size |F| > n + 1. For
all arithmetic circuit C' over [, there is an information-theoretic n-party MPC protocol, which
achieves semi-honest security against a semi-honest adversary controlling t < n/2 corrupted
parties, with communication complexity O(|C| - n + n?) elements, where |C| is the circuit size.

Furthermore, the concrete efficiency is 4 elements per party per multiplication gate.

6.3 Reducing the Number of Rounds via Beaver Triples

For the semi-honest DN protocol in [28], multiplication gates in the same layer of the circuit
are evaluated in parallel. Therefore, the number of rounds is linear in the depth of the circuit.
To further improve the concrete efficiency, we pay our attention to the round complexity. In
this part, we show that multiplication gates in a two-layer circuit can be evaluated in parallel. It
allows us to reduce the number of rounds by a factor of 2. The amortized communication cost
per multiplication gate is 4.5 elements per party.

6.3.1 An Overview of Our Approach

We first start with a two-layer circuit. At a high-level, we use Beaver triples to evaluate multipli-
cations in the second layer. Recall that a Beaver triple consists of three degree-¢ Shamir sharings
([alt, [b]:, [c]¢) such that ¢ = a - b. Usually, a Beaver triple is used to transform one multiplication
to two reconstructions. Concretely, given two sharings [x], [y];, suppose we want to compute
[2]; such that z = z - y. Since
z = z-y=(x4+a—a) - (y+b—0>)
(x+a)-(y+b)—(x+a)-b—(y+b)-a+a-b,
we can compute

2o = (z+a)-(y+b) = (z+a)-[b; = (y +b) - a]s + [c]s.
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Therefore, the task of computing [z]; becomes to reconstruct two degree-¢ Shamir sharings [z]; +
[a]; and [y]; + [b];. Observe that, if we set w = x + a and v = y + b, the above equation allows
us to locally compute a degree-t Shamir sharing of z := (u — a) - (v — b) using a Beaver triple
([al¢, [b]i, [c]¢). In particular, the values u, v can be learnt after preparing the Beaver triple. For
multiplications in the second layer, our idea is to transform each input sharing to the form of
u — [a];, where u is a public element and [a]; is a degree-t Shamir sharing. We refer to this
form as the Beaver-triple friendly form. Moreover, the sharing [a]; is known to all parties before
evaluating the first layer. In this way, for an multiplication gate in the second layer with input
sharings u — [a]; and v — [b];, we can prepare the Beaver triple ([a];, [b]¢, [c]:) in parallel with the
multiplications in the first layer.

We note that an input sharing of a multiplication gate in the second layer may come from
three places:

¢ This sharing is an input sharing of the circuit.
e This sharing is an output sharing of an addition gate in the first layer.
e This sharing is an output sharing of a multiplication gate in the first layer.

Note that an addition gate can be evaluated without interaction. For the first two cases, all parties
can locally compute this sharing. Let [z]; denote such a sharing. Note that [x], = 0 — (—[z];) is
already in the Beaver-triple friendly form, and (—[z];) is known before evaluating the first layer.
For the third case, we want the output sharing of a multiplication gate in the first layer to have the
Beaver-triple friendly form u — [a), and [a]; is known before evaluating this gate. We note that
the original multiplication protocol in [28] satisfies our requirement. Recall that in the original
multiplication protocol in [28]]:

1. Piing reconstructs a degree-2¢ Shamir sharing [e]s; := [z]; - [y]; + [r]2 and sends e to other
parties.

2. All parties locally compute [z]; := e — [r];.
In particular, the random double sharings ([r];, [r];) are prepared before evaluating this gate.
In summary, a two-layer circuit can be evaluated as follows:

¢ For each input sharing in the second layer, all parties transform it to the Beaver-triple
friendly form, denoted by u — [a];, such that [a]; is known to all parties.

e For each multiplication gate in the first layer, suppose [x];, [y]; are the input sharings. All
parties use the original multiplication protocol in [28] to compute [z];, where z = = - y.
For each multiplication gate in the second layer, suppose u — [a];, v — [b]; are the input
sharings. All parties use our multiplication protocol MULT on [a;, [b]; to compute [c];,
where ¢ = a - b. Note that these two kinds of multiplications can be computed in parallel.

e For each multiplication gate in the second layer, suppose u — [a];,v — [b]; are the input
sharings. Note that we have learnt u, v when evaluating the first layer, and we have com-
puted the Beaver triple ([a];, [b];, [c]¢). Therefore, all parties compute [z]; := u - v — u -
[b]: — v - la]e + [c]s.

We note that the original multiplication protocol in [28]] requires the communication of 6

elements per party. Next, we show how to reduce the communication cost to 5 elements without
breaking the form of the output sharing.
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6.3.2 Improving the Original Multiplication Protocol in [28]

Recall that in the original multiplication protocol in [28]]:
1. Pying reconstructs a degree-2¢ Shamir sharing [e]s; := [x]; - [y]; + []2 and sends e to other
parties.

2. All parties locally compute [z]; := e — [r];.
To keep the form of the output sharing, Py, cannot replace e by a degree-t Shamir sharing [e];.
Furthermore, to protect the secrecy of the multiplication result = - y,  needs to be uniformly
random. Our main observation is that  being uniform is not equivalent to the double sharings
([r]¢, [r]2¢) being uniform. To this end, we first decouple the relation between 7 and ([r];, [r]a:)-
Note that a pair of double sharings ([r];, [r]2¢) is equivalent to a pair of sharings ([r];, [0]2:), where
the first sharing is a degree-t Shamir sharing of r and the second sharing is a degree-2¢ Shamir
sharing of o = 0. To see this, given ([r], [r]2:), We can set [0]o := [r]ar — [r]s; given ([r]t, [0]a:),
we can set [r]oy; = [r]; + [0]2;. When using a pair of sharings ([r], [0]2), the multipliation
protocol becomes:

1. All parties locally compute [e]o; := [2] - [y]: + []¢ + [0]2-

2. Pying collects all shares of [e]2¢ and reconstructs the secret e. Then Pying sends the value e
to all other parties.

3. After receiving e from Pying, all parties locally compute [z}, := e — [r],.
Note that [0]y is only used to compute [e]o;. When Py, is an honest party, o], does not need
to be a uniformly random degree-2¢ sharing of 0. Thus, following the same argument as that
in Chapter we can use t-wise independent [0]s;’s with uniformly random degree-t sharings
[r];’s. In the following, we first introduce a protocol which allows all parties to generate random
degree-2t Shamir sharings of 0. Then, we will expand ¢ such sharings into n sharings with ¢-wise
independence.

Preparing Random Degree-2¢t Shamir Sharings of 0. The functionality F,., appears in
Functionality We follow the idea of preparing random degree-¢ sharings in [28]]. At a
high-level, each party generates and distributes a random degree-2¢ sharing of 0. Then, use the
transpose of a Vandermonde matrix acting as a randomness extractor to obtain ¢ + 1 random
degree-2t sharings of 0 from the n sharings generated by each party. Let M be a predetermined
and fixed Vandermonde matrix of size n X (¢ + 1) (therefore M is a (¢t + 1) X n matrix). The
protocol ZERO appears in Protocol The communication complexity of ZERO is O(n?) field
elements. The amortized cost per sharing is 2 elements per party.

Lemma 6.2. The protocol ZERO securely computes the functionality F,.,, in the presence of a
Sfully malicious adversary controlling t corrupted parties.

Proof. Let A denote the adversary. We will construct a simulator S to simulate the behaviors
of honest parties. Recall that Corr denotes the set of corrupted parties and H denotes the set of
honest parties.

Simulation for ZERO. In the first step, when an honest party P; needs to distribute a random
degree-2t sharing [0(V],; of oY = 0, for each corrupted party P;, § samples a random element
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Figure 6.8: Functionality F,.,,

1. Fjero receives from the adversary the set of shares {r; }iccor-

2. Feo randomly samples ¢ elements as the shares of the first £ honest parties. Based on
the secret o = 0, the ¢ shares of the first ¢ honest parties, and the ¢ shares {7; };ccor Of
corrupted parties, Fer, reconstructs the whole sharing [0]a;. Fero distributes the shares
of [0],; to honest parties.

Figure 6.9: Protocol ZERO

1. Each party P, randomly samples a degree-2t Shamir sharing of 0, denoted by [0("],,
and distributes the shares to other parties.

2. All parties agree on a Vandermonde matrix M T of size n x (t + 1). Then M is a
matrix of size (¢ + 1) x n. All parties locally compute

([6(1)]%7 [6(2)]2t7 SRR [5(t+1)]2t)T = M([O(l)]%v [0(2)]%7 ceey [O(R)]Qt)T

and output [61)]y;, [6@ ]y, ..., [0 D]y

as its share of [0("]y, and sends it to the adversary. For each corrupted party P;, S receives the
shares of [0()], held by honest parties. S samples a random degree-2¢ sharing based on the
secret 0¥ = () and the shares held by honest parties, and views this degree-2¢ sharing as the one
distributed by P;.

In the second step, S computes the shares of [6("]y, held by corrupted parties and passes these
shares to Fero.

Hybrid Arguments. Now we show that S perfectly simulates the behaviors of honest parties.
Consider the following hybrids.

Hybrid,: The execution in the real world.

Hybrid, : In this hybrid, S changes the way of preparing a random degree-2¢ Shamir sharing
[0®]y; of 0 = 0 for each honest party P;:

1. S first randomly samples the shares of [0("]y, held by corrupted parties and sends them to
corrupted parties.

2. Then, based on the secret 0o = 0 and the shares of [0()]y, held by corrupted parties, S
samples a random degree-2¢ sharing [o(i)}gt (in the same way as F e, in Step 2). Then S
distributes the shares to the rest of honest parties.

For each corrupted party P;, S locally computes the shares of [0(],, held by corrupted parties.
Note that this does not change the distribution of the random sharings generated by honest
parties. The distribution of Hybrid, is identical to the distribution of Hybrid, .
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Hybrid,: In this hybrid, S omits the second step when preparing [0()], for each honest party
P; in Hybrid, . Recall that in Hybrid,, for all i € [n], S has computed the shares of [0()],; held
by corrupted parties. For each [6(7],;, S computes the shares of corrupted parties and sends them
to Frero-

We show that the distribution of Hybrid, is identical to the distribution of Hybrid, .

Let M7 denote the sub-matrix of M containing the columns of M with indices in H and
MPC°" denote the sub-matrix of M containing the columns of M with indices in Corr. Let
([0]a;)% denote the vector of the sharings dealt by parties in H and ([0®]y)cor, denote the
vector of the sharings dealt by parties in Corr. Then,

([5(1)]215, [5(2)]215, R [5(t+1)]2t)T = M([O(l)]zt, [0(2)]215, R [O(R)]zt)T
MH([O(z)]Qt); + MCOTT([O(Z)]%)ZOM'

Note that M™ is a (¢t + 1) x (¢t + 1) matrix. By the property of Vandermonde matrices,
M™ is invertible. Therefore, given the sharings {[0]y; }iccorr dealt by corrupted parties, there
is a one-to-one map from {[0®]; };c3; t0 {[6®); }icp11). Note that the only difference between
Hybrid, and Hybrid, is that, in Hybrid,, {[0”]}ic% are randomly generated (based on the
shares which have been sent to corrupted parties) while in Hybrid,, F,, directly generates
{[6]2¢ }icp+1) based on the shares that corrupted parties should hold. However, this does not
change the distribution of the shares of {[0(7]2; }ic1+1] held by honest parties. To see this, note
that for any sharings {[5(i)]2t}ie[t+1] generated by F,.,, we can compute back to a set of valid
sharings {[0¥]y;}ie3. Therefore, the distribution of Hybrid, is identical to the distribution of
Hybrid,.

Note that Hybrid, is the execution in the ideal world and the distribution of Hybrid, is
identical to the distribution of Hybrid,, the execution in the real world. ]

The Improved Multiplication Protocol. For a sequence of n multiplication gates, all parties
first prepare n random degree-t Shamir sharings using F,,4, denoted by

Recall that the amortized communication cost of the instantiation of F,,q in [28, 42] is 2 ele-
ments per sharing per party. Then, all parties invoke ., to prepare ¢t random degree-2¢ Shamir
sharings of 0, denoted by

These ¢ sharings are expanded to n sharings with ¢-wise independence. As EXPAND, we will
use a predetermined n x t Vandermonde matrix M. The protocol EXPANDZERO appears in
Protocol [6.101

For the i-th multiplication gate, we will use ([r®],, 6]y, P;) and P; will act as Pxing. The
protocol IMPROVED-DN-MULT appears in Protocol As for the amortized communication
cost per gate:

¢ Preparing one random degree-t Shamir sharing using F,,q requires to communicate 2

elements per party.
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Figure 6.10: Protocol EXPANDZERO
1. All parties agree on an n X t hyper-intertible matrix M. All parties locally compute
([0t -, [6))T = M([06W]ars .., [0V]20)"

2. All parties output { ([6(]y;, P;)}7_,, where ([6)]y;, P;) will be used for a multiplication
gate handled by F,.

® Preparing one t-wise independent degree-2¢ Shamir sharing of 0 using F,, and EX-
PANDZERO requires to communicate 2 - t/n elements per party.

¢ The protocol IMPROVED-DN-MULT requires to communicate 2 elements per party.

In summary, the amortized communication cost per gate is 5 elements per party.

Figure 6.11: Protocol IMPROVED-DN-MULT

1. Let ([r]s, [0]as, P;) be the random sharings which will be used in the protocol. Let
[z, [y]: denote the input sharings.

2. All parties locally compute [e|o; = [z]; - [y]: + [r]: + [0]2:-

3. P; collects all shares and reconstructs the secret e = x -y 4+ r. Then P; sends e to other
parties.

4. All parties locally compute [z]; = e — [r];.

6.3.3 Evaluating a Two-Layer Circuit

Given a two-layer circuit, we assume that all parties hold a degree-t Shamir sharing for each
input wire in the beginning. As described above, we will use IMPROVED-DN-MULT to evaluate
multiplication gates in the first layer. For multiplication gates in the second layer, note that all
parties only need to obtain the output sharings. Therefore, we can use MULT, which only requires
4 elements per gate per party, to evaluate multiplication gates in the second layer.

Suppose there are N; multiplication gates in the first layer, and N, multiplication gates in
the second layer. We assume that all parties have prepared the correlated randomness associated
with these multiplication gates, i.e., N; pairs of sharings in the form of ([r];, [0]:, P;), and N
pairs of sharings in the form of ([r];, [r]o;, P;). In the main protocol, these sharings are prepared
together at the beginning of the protocol. Then all parties execute EVALUATE (Protocol |6.12) to
compute the output sharings of this circuit.
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Figure 6.12: Protocol EVALUATE

1. All parties start with holding a degree-t Shamir sharing for each input wire of this
circuit. For each multiplication gate in the second layer, we will transform the input
sharings to the Beaver-triple friendly form u — [a],. Consider the following three cases.

e If this sharing is an input sharing of the circuit, denoted by [z];, all parties set
u:=0and [a); == —[z]:.

e If this sharing is an output sharing of an addition gate in the first layer, all parties
first locally compute this sharing, denoted by [z];, and then set u := 0 and [a]; :=
—[x]e.

o If this sharing is an output sharing of a multiplication gate in the first layer, sup-
pose ([r];, [0]a¢, P;) are associated with this gate. All parties set [a]; := [r];. The
value u, which corresponds to e in IMPROVED-DN-MULT, will be computed
when this multiplication gate is evaluated.

2. For each multiplication gate with input sharings [x];, [y], in the first layer, all parties in-
voke IMPROVED-DN-MULT to compute [z]; where z := z - y. For each multiplication
gate with input sharings (u — [al;), (v — [b];) in the second layer, where all parties have
learnt the sharings [a], [0];, all parties invoke MULT to compute [c|; where ¢ := a - b.

3. For each multiplication gate in the first layer, let e be the reconstruction result dis-
tributed by Fing in IMPROVED-DN-MULT. If the output sharing of this gate is used
as an input sharing of a multiplication gate in the second layer, all parties set u := e
for this input sharing.

4. Finally, for each multiplication gate with input sharings (v — [a];), (v — [b];) in the
second layer, all parties locally compute

[zt i =u-v—u-[by—v-[a] + [c]s

as the output sharing of this gate.

6.3.4 Main Protocol

Now we are ready to present the main protocol. Recall that we are in the client-server model.
In particular, all the inputs belong to the clients, and only the clients receive the outputs. The
functionality F,,;, appears in Functionality

As the semi-honest DN protocol [28]], our protocol includes 3 phases:

¢ Input Phase: The clients will share their inputs to the parties.

e Evaluation Phase: The whole circuit will be partitioned into a sequence of two-layer sub-

circuits. We will evaluate each sub-circuit using EVALUATE.

e Qutput Phase: All parties reconstruct the outputs to the clients.

The protocol MAIN-ROUND appears in Protocol [6.14]
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Figure 6.13: Functionality .,

1. Fumain receives from all clients their inputs.

2. Fmain €valuates the circuit and computes the output. F .., distributes the output to all
clients.

Figure 6.14: Protocol MAIN-ROUND

1. Input Phase:

Let Client;, ..., Client. denote the clients who provide inputs. For every input gate
of Client;, Client; samples a random degree-t Shamir sharing of its input, [z];, and
distributes the shares to all parties.

2. Evaluation Phase — Preparing Correlated Randomness:

All parties start with holding a degree-¢ sharing for each input gate. The circuit is
partitioned into a sequence of two-layer sub-circuits. Let /N; denote the number of
multiplications in the first layer of all sub-circuits, and /N, denote the number of mul-
tiplications in the second layer of all sub-circuits. All parties prepare the correlated
randomness as follows:

e All parties invoke F,,q to prepare N; random degree-t Shamir sharings. Then
all parties invoke Fe, to prepare N; - t/n random degree-2¢ Shamir sharings of
0, and invoke EXPANDZERO to obtain N; degree-2¢ Shamir sharings of 0. These
sharings are transformed to N; pairs of sharings in the form of ([r];, [0]2, ;).

e All parties invoke Fyoublerand t0 prepare N - t/n pairs of random double sharings.
Then all parties invoke EXPAND to obtain /V, pairs of double sharings in the form

of ([r]e, [r]ar, P2).
3. Evaluation Phase — Evaluating Two-Layer Circuits:
All sub-circuits are evaluated in a predetermined topological order. For each sub-
circuit with all the input sharings prepared, all parties invoke EVALUATE to compute
the output sharings.
4. Output Phase:

For each output gate of Client;, let [z]; denote the input sharing. All parties send their
shares of [z], to Client; to let Client; reconstruct x.

Lemma 6.3. Let c be the number of clients and n = 2t+1 be the number of parties. The protocol
MAIN-ROUND securely computes the ideal functionality Fun in the {F and, Freros FdoubleRand
Froins quwe,ify}-hybrid model in the presence of a semi-honest adversary controlling up to c
clients and t parties.

Proof. As we argued in Chapter [2} it is sufficient to focus on adversaries who control exactly ¢
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parties. The correctness of MAIN-ROUND follows from the description.

Let A denote the adversary. We will construct a simulator S to simulate the behaviors of
honest parties and honest clients. Recall that Corr denotes the set of corrupted parties and H
denotes the set of honest parties.

Simulation for MAIN-ROUND. We describe the strategy of S phase by phase.

¢ Simulation for Input Phase:
For an input = belongs to an honest client, S randomly samples ¢ elements as the shares of
[x]; of corrupted parties. Then S sends these shares to corrupted parties.
For an input = belongs to a corrupted client, S receives from the adversary the shares held
by honest parties. Note that, S learns ¢ + 1 shares of [z];. S reconstructs the whole sharing
[x]; and sends x as the input of this corrupted client to Fiyain-
Note that for each input sharing, S learns the shares held by corrupted parties.

¢ Simulation for Evaluation Phase — Preparing Correlated Randomness:
In this part, S emulates Fiand, Frero, FdoubleRand and receives the shares of corrupted parties.
S follows the protocol EXPANDZERO and EXPAND to compute the shares of corrupted
parties.

¢ Simulation for Evaluation Phase — Evaluating Two-Layer Circuits:
In this part, S simulates the behaviors of honest parties in EVALUATE for each sub-circuit.
For each sub-circuit with all the input sharings prepared, S will know the shares held by
corrupted parties. Note that this is true for the first sub-circuit. We describe the strategy of
S step by step.

* In the first step, S follows the protocol to compute the shares of corrupted parties for
the input sharings of each multiplication gate in the second layer.
* In the second step, S simulates IMPROVED-DN-MULT and MULT as follows. For
IMPROVED-DN-MULT:

— Let [z]¢, [y]; denote the input sharings. S has computed the shares of [z];, [y];
held by corrupted parties. Let ([r], [0]2, P;) denote the sharings associated with
this gate. S learns the shares of [r];, [0]2; held by corrupted parties when emulat-
INg Frands Frero and simulating EXPANDZERO.

— & computes the shares of [e]o; := [z]¢ - [y]: + [r]+ + [0]2: held by corrupted parties.
If P, is corrupted, S samples random elements as the shares of [e]o; of honest
parties.

— Depending on whether F; is honest, there are two cases:

- If P; is honest, S receives the shares from corrupted parties. S samples a
random element as e and sends e to corrupted parties.

- If P, is corrupted, S sends the shares of [e]; of honest parties to P;. S
receives e from P;.

— In the last step, S computes the shares of [z]; := e — [r]; held by corrupted
parties.

For MULT:
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— Let [z, [y]; denote the input sharings. S has computed the shares of [z];, [y]:
held by corrupted parties. Let ([r]¢, [r|2:, P;) denote the sharings associated with
this gate. S learns the shares of [r],, [r]2; held by corrupted parties when emulat-
ing Fyoublerand and simulating EXPAND.

— & computes the shares of [e]y, := [z]; - [y]; + [r]2: held by corrupted parties. If P,
is corrupted, S samples random elements as the shares of [e]y, of honest parties.

— Depending on whether F; is honest, there are two cases:

- If P; is honest, S receives the shares from corrupted parties. For [e];, S
samples random elements as the shares of corrupted parties.

- If P, is corrupted, S sends the shares of [e]y; of honest parties to P;. Then, S
receives the shares of [e]; of honest parties from P; and computes the shares
held by corrupted parties.

— In the last step, S computes the shares of [z]; := [e]; — [r]; held by corrupted
parties.

* In the rest of two steps (which only contain local computation), S follows the protocol

and computes the shares of corrupted parties for each degree-¢ Shamir sharing.
¢ Simulation for Output Phase:

For each output gate with [z]; associated with it, if the receiver is an honest client, S
receives from the adversary the shares held by corrupted parties.
If the receiver is a corrupted client, S receives the result x from JF,,i,. Then, based on the
shares of [x]; held by corrupted parties and the secret x, S reconstructs the shares held by
honest parties, and sends these shares to the adversary.

Hybrid Arguments. Now we show that S perfectly simulates the behaviors of honest parties.
Consider the following hybrids.

Hybrid,: The execution in the real world.

Hybrid, : In this hybrid, S computes the input of corrupted clients and sends them to Fiain-
The distribution of Hybrid, is identical to Hybrid,,.

Hybrid,: In this hybrid, & simulates the output phase as described above. The only differ-
ence is that, for a corrupted client, the shares of honest parties are computed from the secret
received from JF.i;, and the shares held by corrupted parties. Note that for a degree-¢ Shamir
sharing, the shares of honest parties are fully determined by the secret and the shares of cor-
rupted parties. By the correctness of MAIN-ROUND, the secret received from F ., is identical
to that in the real world. Therefore, the shares prepared by S are identical to the real shares held
by honest parties.

Therefore, the distribution of Hybrid, is identical to the distribution of Hybrid, .

Hybrid;: In this hybrid, & simulates EVALUATE. Since the parts which require interaction
are IMPROVED-DN-MULT and MULT, we only focus on the simulation of these two protocols.
We argue the following two points:

® When a corrupted party P; behaves as Py;n,, the shares of [e]o; of honest parties are uni-
formly random in both IMPROVED-DN-MULT and MULT.

® The value e distributed by Pyiyg is uniformly random in IMPROVED-DN-MULT.
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For the first point, following from a similar argument in Lemma the random sharing [r]; +
[0]2¢ in IMPROVED-DN-MULT and the random sharing [r]s; in MULT satisfy that the shares of
honest parties are uniformly random when By, is a corrupted party. Therefore, the shares of
[e]o¢ of honest parties are uniformly random. For the second point, since we use a uniformly
random [r], in each IMPROVED-DN-MULT, the secret e = x - y + r is uniformly random.

Note that the differences between Hybrid,; and Hybrid, are that:

® When a corrupted party P; behaves as FPying, S uses uniformly random field elements as
the shares of [e]y; of honest parties in both IMPROVED-DN-MULT and MULT.

* When an honest party P; behaves as FPying, S distributes a uniformly random element as e
in IMPROVED-DN-MULT and uses uniformly random field elements as the shares of [e],
of corrupted parties in MULT.

Following from the above two points and the property of degree-t Shamir sharings, the distribu-
tion of Hybrid, is identical to the distribution of Hybrid,.

Hybrid,: In this hybrid, S emulates Fd, FaoubleRand; Fzero and simulates EXPANDZERO and
EXPAND as described above. Note that only the shares of corrupted parties are used in Hybrid,.
Therefore, the distribution of Hybrid, is identical to the distribution of Hybrid,.

Hybrid;: In this hybrid, S simulates the input phase. The only difference is that, in Hybrid,,
S uses the real input of honest clients to generate the input sharings, while in Hybrid;, S simply
samples random elements as the shares of corrupted parties. Note that the distributions of the
shares of corrupted parties in both hybrids are the same. Therefore, the distribution of Hybrid;
is the same as Hybrid,.

Note that Hybrid; is the execution in the ideal world, and the distribution of Hybrid; is
identical to the distribution of Hybrid,, the execution in the real world. O

Analysis of the Concrete Efficiency. In MAIN-ROUND, all multiplication gates in the first
layer of all sub-circuits are evaluated by IMPROVED-DN-MULT, which requires 5 elements per
party per gate. All multiplication gates in the second layer of all sub-circuits are evaluated by
MULT, which requires 4 elements per party per gate. Assuming that the number of multiplication
gates in the first layer is roughly the same as the number of multiplication gates in the second
layer, the concrete efficiency of MAIN-ROUND is 4.5 elements per party per gate. Note that each
sub-circuit is evaluated within one round of multiplication. Therefore, we reduce the number of
rounds by a factor of 2. The overall communication complexity is O(|C| - n +n?) field elements.
Theorem 4.2. Let n be a positive integer and F be a finite field of size |F| > n + 1. For
all arithmetic circuit C over F, there is an information-theoretic n-party MPC protocol, which
achieves semi-honest security against a semi-honest adversary controlling t < n/2 corrupted
parties, with communication complexity O(|C| - n + n?) elements, where |C| is the circuit size.
Furthermore, the concrete efficiency is 4.5 elements per party per multiplication gate but halving
the number of rounds.
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Chapter 7

Fast Verification for a Batch of
Multiplication Tuples

In this chapter, we introduce our new method to efficiently verify a batch of multiplication tuples.
In [38], Genkin et al. showed that the semi-honest DN protocol is secure up to an additive attack
in the presence of a fully malicious adversary. An additive attack means that the adversary is able
to change the multiplication result by adding an arbitrary fixed value. As one corollary, the DN
protocol provides full privacy of honest parties before reconstructing the output. Therefore, a
straightforward strategy to achieve security-with-abort is to (1) run the semi-honest DN protocol
till the output phase, (2) check the correctness of the computation, and (3) reconstruct the output
only if the check passes.

Following from [24], we model the additive attack in the functionality Ju.ma, Which takes
two degree-t Shamir sharings [z];, [y]; and outputs the multiplication result [z - y];. The descrip-
tion of Fuema can be found in Functionality

Figure 7.1: Functionality JF,,ima

1. Let [z], [y]; denote the input sharings. Fiuma receives from honest parties their
shares of [x];, [y];- Then Fouema reconstructs the secrets ., y. Fiuema further com-
putes the shares of [z], [y]; held by corrupted parties, and sends these shares to the
adversary.

2. Fmulema receives from the adversary a value d and a set of shares {z; }iccorr-

3. Fulemal cOmputes x-y+d. Based on the secret z := x-y-+d and the ¢ shares {2; }iccorrs
Frnult-mar Teconstructs the whole sharing [z]; and distributes the shares of [z]; to honest
parties.

Since Fuema does not guarantee the correctness of the multiplications, all parties need to
verify the multiplication tuples computed by F,,1.mar at the end of the protocol. The functionality
Fuleverity takes N multiplication tuples as input and outputs to all parties a single bit b indicat-
ing whether all multiplication tuples are correct. The description of Fpjverity can be found in
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Functionality

Figure 7.2: Functionality JF,icverity

1. Let N denote the number of multiplication tuples. The multiplication tuples are de-
noted by

(el VL T, (@l (00 (g™ ().

2. For all i € [N], Fuuverity Teceives from honest parties their shares of [z®],, [yD];,
[2];. Then Fnuuverity reconstructs the secrets ¥,y 2. Fyverisy further computes
the shares of [2("],, [y™],, [2("], held by corrupted parties and sends these shares to the
adversary.

3. Foralli € [N], Funverty computes dV = 2 —z().4@ and sends d to the adversary.

4. Finally, let b € {abort,accept} denote whether there exists i € [N] such that d®) #
0. Frultverity sends b to the adversary and waits for its response.

e If the adversary replies continue, Frunverity S€nds b to honest parties.

e If the adversary replies abort, Funuverity Sends abort to honest parties.

With Fueverity, Wwe can compile the semi-honest DN protocol to a maliciously secure one (see
more discussion in Chapter [7.4). Our main contribution is an efficient verification protocol that
realizes Fruverity With sub-linear communication complexity in the number of multiplication
tuple We first review two building blocks from previous works.

7.1 Extension of the DN Multiplication Protocol

In this part, we review a natural extension to the DN Multiplication Protocol [28]]. Recall that the
original DN multiplication protocol uses a pair of random double sharings for each multiplication
gate. The idea is to locally compute a degree-2¢ Shamir sharing of the multiplication result, and
then ask Pying to do degree reduction. In [38], Genkin et al. prove that the semi-honest DN
protocol is secure up to an additive attack in the presence of a fully malicious adversary.
Lemma 7.1 ([38]). The protocol DN-MULT securely computes the functionality Fir.ma in the
Faouvierana-hybrid model in the presence of a fully malicious adversary controlling t corrupted
parties.

In essence, the DN Multiplication Protocol does a degree reduction from [z - y|o, = [2]; - [y];
to [x - y|;. For two vectors of degree-t Shamir sharings ([x1],. .., [x¢]¢) and ([t1], - - -, [yele),

¢ ¢ ‘

to compute [z];, = [ijl x; - yj]+, we can first compute [ijl T - Yjla = ijl[%h <[yl

and then use the same idea as the DN Multiplication Protocol to compute [Z§:1 x; - yj]; from

"We note that a concurrent work [17] also realizes Functionality with sub-linear communication complexity
in the number of multiplication tuples based on [[13].
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[25:1 z; - y;]2¢. In this way, the cost is just one multiplication operation. This idea has been
observed in several previous works and in particular, has been used in [24] to design an MPC
protocol for a small field.

The description of the functionality Feenamure @ppears in Functionality and the descrip-
tion of the extended DN Multiplication Protocol (denoted by EXTEND-MULT) appears in Proto-
col The communication complexity of EXTEND-MULT is O(n) field elements.

Figure 7.3: Functionality F.xcnamui

1. Let ([z1]¢, .., [ze]e) and ([y1]s,- .-, [ye]¢) denote the input vectors of sharings.
Fextendmule  Teceives from honest parties their shares of ([z1],...,[zs];) and
([y1le, - -+, [ye)e). Then Feyenamure reconstructs the secrets x1,...,x, and yi, ..., Y.
Fextenamule further computes the shares of ([z1]q, . . ., [z¢):) and ([v1]s, - - -, [ye]¢) held by
corrupted parties, and sends these shares to the adversary.

2. Fextendmul Teceives from the adversary a value d and a set of shares {z; }iccopr-

3. Fextendwule COMputes z = d + Z§:1 x; - y;. Based on the secret z and the ¢ shares
{zi }iccorrs Fextenamule Teconstructs the whole sharing [z]; and distributes the shares of
[2]; to honest parties.

Figure 7.4: Protocol EXTEND-MULT

1. All parties agree on a special party Pying. Let ([z1]s, ..., [2¢):) and ([y1ls, - - -, [ye)t)
denote the input vectors of sharings.

2. All parties invoke Fyoulerand tO prepare a pair of random double sharings ([r], [7]a:)-
3. All parties locally compute [e]o; = Z?:l[%]t yile + [r]2e-

4. Pying collects all shares and reconstructs the secret value e. Then Fyin, randomly
generates a degree-t sharing [e]; and distributes the shares to other parties.

5. All parties locally compute [z]; = [e]; — [r];

Lemma 7.2. The protocol EXTEND-MULT securely computes the functionality F,enapu in the
Faouvierana-hybrid model in the presence of a fully malicious adversary controlling t corrupted
parties.

Proof. Recall that Corr denotes the set of corrupted parties and H denotes the set of honest
parties. Recall that in Lemma we have argued that the random degree-2¢ sharing [r]»; output
by Faoublerand Satisfies that the shares of honest parties are uniformly random, and are independent
of the shares chosen by the adversary.

Let A denote the adversary. We will construct a simulator S to simulate the behaviors of
honest parties.
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Simulation of EXTEND-MULT. In the beginning, S receives from Feyenamur the shares of
([z1]es -, [xe)t) and ([y1]s, - - -, [ye]¢) held by corrupted parties. When invoking Fyoublerands S
emulates Fyoublerand and receives from the adversary the shares of [r], [r]; held by corrupted
parties.

In Step 3, for each honest party, S samples a random element as its share of [e]y;. For each
corrupted party, S computes its share of [e];. Then S reconstructs the secret e. Depending on
whether Py, is an honest party, there are two cases:

® If Piing is an honest party, S receives from corrupted parties their shares of [e]y; (Which
can be different from the shares computed by S). S uses these shares and the shares of
honest parties to reconstruct the secret ¢’. Then, S computes the difference d := ¢’ —e. S
randomly generates a degree-t Shamir sharing [e’]; and distributes the shares to corrupted
parties.

® If Py is a corrupted party, S sends the shares of [e]o; of honest parties to Pying. S receives
from Pying the shares of [e]; held by honest parties. Then S reconstructs the secret ¢’ and
computes the difference d := ¢’ — e. S also computes the shares of [e]; held by corrupted
parties.

In Step 5, S computes the shares of [z]; held by corrupted parties. Note that S has computed
the shares of [e]; held by corrupted parties and received the shares of [r]; held by corrupted parties
when emulating Fyoulerand- Finally, S sends the difference d and the shares of [z]; of corrupted
parties to Fmult.

Hybrids Argument. Now we show that S perfectly simulates the behaviors of honest parties.
Consider the following hybrids.

Hybrid,: The execution in the real world.

Hybrid, : In this hybrid, S computes the difference d and the shares of [z]; held by corrupted
parties as described above. S sends d and the shares of [z]; of corrupted parties to Fexendmult-
Each honest party uses the share received from Feenamure instead of the real share.

Note that the shares of [z]; held by honest parties are determined by the shares of corrupted
parties and the secret, which is determined by the inner-product result Zﬁzl xj - y; and the
difference d. Therefore, the distribution of Hybrid, is the same as Hybrid,,.

Hybrid,: In this hybrid, § simulates honest parties in the whole protocol EXTEND-MULT.
Note that the only difference is that, in Hybrid,, S uses the real shares of [e]o; of honest parties,
while in Hybrid,, S generates random elements as the shares of [e]o; of honest parties. However,
as we have argued in Lemma the shares of [r]y; held by honest parties are uniformly random.
Therefore, the shares of [e], := 25:1 [2i]¢ - [y;]: + []2¢ held by honest parties are also uniformly
random. Thus, the distribution of Hybrid, is the same as Hybrid, .

Note that Hybrid, is the execution in the ideal world, and the distribution of Hybrid, is
identical to the distribution of Hybrid,, the execution in the real world. ]
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7.2 Extension of the Batch-wise Multiplication Verification Tech-
nique

In this part, we review a natural extension to the batch-wise multiplication verification tech-
nique [10]. We first review the basic technique, which is used to check the correctness of a batch
of multiplication tuples efficiently.

Overview of the Batch-wise Multiplication Verification Technique. For simplicity, suppose
that we are working on a large enough finite field K (with |K| > 2%, where & is the security
parameter). Given m multiplication tuples

([P [y [200e), ([P, [P [2200), - (™, [y ™, [207)0),

we want to check whether 20 -y = 2 foralli € {1,2,...,m}.
The high-level idea is constructing three polynomials f(-), g(+), h(-) such that

Vi € [m], f(i) = 2%, g(i) =y, h(i) = 2.

Then check whether f - ¢ = h. Here f(-),g(-) are set to be degree-(m — 1) polynomials in
K so that they can be determined by {z®"}7  {y®}™  respectively. In this case, h(-) should
be a degree-2(m — 1) polynomial which is determined by 2m — 1 values. To this end, for
i€ {m+1,...,2m — 1}, we need to compute 2() = f(i) - g(¢) so that h(-) can be determined
by {z0}I

In more detail, all parties first locally compute [f(-)];, [g(-)]; using {[z],}, and {[y®],} 1,
respectively. Fori € {m + 1,...,2m — 1}, all parties locally compute [f(¢)]+, [g(¢)]: and then
invoke Fnui-mal to compute [2(V];. Finally, all parties locally compute [h(-)]; using {[z®],}7"*.

Note that if (9 .y = 2 foralli € {1,2,...,2m — 1}, then we have f - g = h. Otherwise,
we must have f - g # h. Therefore, it is sufficient to check whether f - g = h. Since h(-)
is a degree-2(m — 1) polynomials, in the case that f - g # h, the number of x € K such that
f(z) - g(x) = h(z) holds is at most 2(m — 1). Therefore, by randomly selecting x € K, with
probability 2(m — 1)/|K| we have f(x) - g(x) # h(x).

Therefore, to check whether f - g = h, all parties invoke F.;, to generate a random challenge
r. All parties locally compute [f(r)];, [g(r)]; and [h(r)];. It is sufficient to only check whether
([f(m)]es [g(r)]e, [h(r)]¢) is a correct multiplication tuple.

Checking the Single Multiplication Tuple. In [10], this check is done using an “expensive”
MPC protocol. Since we only need to check the final multiplication tuple, the cost of this
check does not affect the overall communication complexity. In [60], a random multiplica-
tion tuple is included when using the batch-wise multiplication verification technique (so that
the technique applies on m + 1 multiplication tuples). In this way, revealing the whole sharings
([f ()i, [g(r)]e, [h(r)]¢) does not compromise the security of the original m multiplication tu-
ples. Therefore, all parties simply send their shares of [f(7)];, [g(7)]:, [(7)]; to all other parties
and then check whether f(r) - g(r) = h(r).
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Description of COMPRESS. In essence, this technique compresses m checks of multiplication
tuples into 1 check of a single tuple. The protocol takes m multiplication tuples as input and
outputs a single tuple. We refer to this protocol as COMPRESS. The description of COMPRESS
appears in Protocol The communication complexity of COMPRESS is O(mn + n?) field
elements.

Figure 7.5: Protocol COMPRESS

1. The multiplication tuples are denoted by
(% e (20, (e 2L 00, (™ Ly ).
2. Let f(+), g(-) be degree-(m — 1) polynomials such that
Vie{1,2,...,m}, f(i) = 2, g(i) = 4.
All parties locally compute [f(-)]; and [g(-)]; by using {[z®],}™, and {[yP],}7, re-
spectively.
3. Forall i € {m +1,...,2m — 1}, all parties locally compute [f(7)]; and [g(4)];, and

then invoke Fuiema on ([f(7)]¢, [9(7)]:) to compute [zD], = [£(i) - g(3)];.
4. Let h(-) be a degree-2(m — 1) polynomials such that

Vie{1,2,...,2m — 1}, h(i) = 2.

All parties locally compute [h(-)]; by using {[2®],}27~!

5. All parties invoke F, to generate a random field element . If r € {1,2,...,m}, all
parties abort. Otherwise, output ([f ()]s, [g(r)]s, [R(7)]:)-

Lemma 7.3. If at least one multiplication tuple is incorrect, then the resulting tuple output by
COMPRESS is incorrect with probability 1 — %.

Proof. Suppose there is at least one incorrect multiplication tuple. We first count the number of
r which causes either an abort of the protocol or a correct output tuple.

In COMPRESS, all parties abort if » € {1,2,...,m}. Therefore, there are m choices of r
which causes an abort of the protocol. Since there is at least one incorrect multiplication tuple,
we have f - g # h. Since the polynomial h — f - g is a degree-2(m — 1) non-zero polynomial, the
number of r € K such that i(r) — f(r)-g(r) = 0 is at most 2(m —1). Therefore, there are at most
2(m — 1) choices of  which causes a correct output tuple. In total, the number of r which causes
either an abort of the protocol or a correct output tuple is bounded by m + 2(m — 1) = 3m — 2.

Since r is randomly sampled by F..,, the probability that F.u, outputs such a bad r is
bounded by 72 Therefore, with probability 1 — 2”2, the tuple output by COMPRESS is

) K| K] >
1ncorrect. O
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Extension. A natural extension of the batch-wise multiplication verification technique is to
check the correctness of m inner-product tuples. This idea has been observed in [60].
Given m inner-product tuples

{2 [0, 7 T 10, (903
we want to check whether Z§:1 xy) -y](-i) =z® foralli € {1,2,...,m}. The idea s to construct
two vectors of degree-(m — 1) polynomials (fi(-), ..., fe(-)) and (g1(-), ..., ge(+)) such that

Vie{1,2,...,m}andj € {1,2,....0}, ;i) = 2\, g;(i) = ¢".

All parties can locally compute ([f1(-)]¢, - -, [fe(:)];) by using {([xgi)]t, c [xgi)]t)}’zl. Simi-

larly, they can locally compute ([g1(-)]s, - - -, [ge(+)]¢) by using {([y%l)]t, oy él)]t) "

Fori € {m+1,...,2m—1}, all parties compute ([f1(2)], ..., [fe(?)]:) and ([g1(7)]¢, - - -, [9e(9)]4),
and then compute the degree-¢ Shamir sharing [z(i)]t by invoking Fexendmure ON these two vectors
of sharings. Let A(-) be a degree-2(m — 1) polynomial such that

Vie{l,2,...,2m — 1}, h(i) = 2.
All parties can locally compute [A(-)]; by using {[z®],}7"~.

The remaining steps are similar to that in COMPRESS. We refer to this extension as EXTEND-
COMPRESSION. The description of EXTEND-COMPRESS appears in Protocol [7.6] The commu-
nication complexity of EXTEND-COMPRESS is O(mn + n?) field elements.

Lemma 7.4. If at least one inner-product tuple is incorrect, then the resulting tuple output by
EXTEND-COMPRESS is incorrect with probability 1 — 3’&72.

This lemma can be proved in the same way as that for Lemma(7.3] Therefore, for simplicity,

we omit the details.

7.3 Our Verification Protocol

7.3.1 Step One: De-Linearization

The first step is to transform the check of m multiplication tuples into one check of an inner-
product tuple of dimension m. The description of DE-LINEARIZATION appears in Protocol
The communication complexity of DE-LINEARIZATION is O(n?) elements in K.

Lemma 7.5. If at least one multiplication tuple is incorrect, then the resulting inner-product
tuple output by DE-LINEARIZATION is also incorrect with overwhelming probability.

Proof. Suppose there is at least one incorrect multiplication tuple. We first count the number of
r which causes a correct output tuple.
Consider the following two polynomials of degree-(m — 1) in K:

F(X) = (W yM) 4+ (@@ y)X 4 4 (2t ylmy xm=t
G(X) = 2W4+20X 4. 4 mxmt

65



Figure 7.6: Protocol EXTEND-COMPRESS

1. The inner-product tuples are denoted by

{2 2070, e, W00, 210 s

2. Let (fi(+),..., fe(+)) and (g1(-), ..., ge(+)) be vectors of degree-(m — 1) polynomials
such that

Vi€ {1,2,...,m}andj € {1,2,.... 0}, f;(i) = 2\, g;(6) = "\

All parties locally compute ([fi(-)]¢, ..., [fe(+)]:) and ([g1()]¢, - - -, [ge(+)]:) by using
(=) ey, and {8, - [yf”)) 2y respectively.

3. Foralli € {m+1,...,2m — 1}, all parties locally compute ([f;(4)]:,. .., [fe(?)]:) and
([g1(D)]t, - - -, [ge(9)]: ) and then invoke Fexenamue ON these two vectors of sharings to

compute (2], = [321_, f5(0) - g;()]s-
4. Let h(-) be a degree-2(m — 1) polynomials such that

Vie{1,2,...,2m — 1}, h(i) = 2.

All parties locally compute [A(-)]; by using {[z®],}7"*

5. All  parties invoke F.i,z to generate a random field element
r. If » € {1,2,...,m}, all parties abort. Otherwise, output

(LA - Lelr)]e), (Qga(P)]es - - Lge(r)]e), [R(r)]0)-

In the case that there exists an incorrect multiplication tuple, we have F'(-) # G(-). Since the
polynomial F'(-) — G(-) is a degree-(m — 1) non-zero polynomial, the number of » € K such
that F'(r) — G(r) = 0 is at most m — 1. Therefore there are at most m — 1 choices of  which
causes a correct output tuple.

Since 7 is randomly sampled by F.u,, the probability that F u, outputs such a bad 7 is
bounded by "“T]l. Recall that k s the security parameter and the size of K is at least 27. Therefore,

1 > 1 — m=1 the tuple output by DE-LINEARIZATION is incorrect. []

with probability 1 — |K| T

7.3.2 Step Two: Dimension-Reduction

The second step is to reduce the dimension of the inner-product tuple output by DE-LINEARIZATION.
We will use EXTEND-COMPRESS as a building block. The description of DIMENSION-REDUCTION
appears in Protocol[7.8] The communication complexity of DIMENSION-REDUCTION is O(kn+
n?) elements in K, where k is the compression parameter.

Lemma 7.6. If the input inner-product tuple is incorrect, then the resulting inner-product tuple
output by DIMENSION-REDUCTION is also incorrect with overwhelming probability.
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Figure 7.7: Protocol DE-LINEARIZATION

1. The multiplication tuples are denoted by
(=] ly e W10, ([P0, [y, (2200, - (™ [y™ s [2)).

2. All parties invoke F, to generate a random field element r € K.
3. Forall j € {1,2,...,m}, all parties set [a,], = r7~! - [z9], and [b;], = [y¥];. All

parties compute
], = er—l[z(j)]t
j=1

and output the inner-product tuple

((laales - lamle), (0] - -5 [bm]e) [e]e).-

Figure 7.8: Protocol DIMENSION-REDUCTION

1. Suppose the input inner-product tuple is denoted by

(([xl]t’ R [xm]t)7 ([yl]tv T [ym]t)v [Z]t)

Let k& denote the compression parameter and ¢ = m/k.

2. Foralli € {1,2,...,k} and j € {1,2,...,/}, all parties set [a§
[bf)]t = [y(i—1)~€+j]t-

3. Foralli € {1,2,...,k — 1}, all parties invoke Fexiendmule O ([agi)]t, Ce [ay)]t) and
([ - .-, [0"]:) to compute [c], = [2¢_, ol - 17),.

4. All parties set [¢¥)], = [2], — S22 [c@],.

5. All parties invoke EXTEND-COMPRESS on the following & inner-product tuples:

{(([a]e - - [ad1e), (BN [0E)e), [ L) Yy

The output is denoted by

((lar)ss - lacle), ((bales - [bele), [€]e)-

All parties take this new inner-product tuple as output.

i)]t = [2(i—1).¢44)¢ and
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Proof. Suppose that the input inner-product tuple (([x1]s, ..., [Tmle), ([Y1les - - [Wmle), [2]¢) 18
incorrect. We first show that at least one of the following % inner-product tuples is incorrect:

{((aes - [ad10), (B 000), €003,

Note that the first £ — 1 tuples are computed via Fexienamure- 1f at least one of the inner-product
tuples in the first £ — 1 tuples is incorrect, then the statement holds Assume that the first £k — 1
tuples are all correct, i.e., forall i € {1,2,...,k — 1}, Z] 1 j b( ) = ¢, Since the input
inner-product tuple is incorrect, we have > =15 Yj # z. Therefore

¢ m k=1 / ¢ k—1
Zayg) .bgk) _ ij oy — Z (Z agi) ) bgi) _ C(i)) £z — Zc(i) — C(k),
4 - =1

which means that the last inner-product tuple must be incorrect.

According to Lemma the resulting tuple (([a1];, . .., [ad;), ([b ] -, [bele), [c]:) output
by EXTEND-COMPRESS is incorrect with probability 1 — 3fK‘2 > 11— 32 O

7.3.3 Step Three: Randomization

In the final step, we add a random multiplication tuple when we use COMPRESS so that the
verification of the resulting multiplication tuple can be done by simply opening all the sharings.
The description of RANDOMIZATION appears in Protocol [7.9] The communication complexity of
RANDOMIZATION is O(mn + n?) elements in K, where m is the dimension of the inner-product
tuple.

Lemma 7.7. If the input inner-product tuple is incorrect, then at least one honest party will abort
with overwhelming probability.

Proof. Suppose that the input inner-product tuple (([x1]s, ..., [Tmle), ([W1les - - [Yml]e), [2]1) 18
incorrect. We first show that at least one of the following m multiplication tuples is incorrect:

([e]es [n]es [a]e)s s ([ [yl [2m])

Note that the first m — 1 tuples are computed via Fiuema- If at least one of the multiplication
tuples in the first m — 1 tuples is incorrect, then the statement holds. Assume that the first m — 1
tuples are all correct, i.e., foralli € {1,2,...,m—1}, z; - y; = z;. Since the input inner-product
tuple is incorrect, we have Y ", x; - y; # z. Therefore

m—1

Tm - Ym = sz Yi — sz yz%z_z = Zm;

=1

which means that the last multiplication tuple must be incorrect.

According to Lemma[7.3] the resulting tuple ([al;, [b];, [c];) output by COMPRESS is incorrect
with probability 1 — 3’&5'“1 >1- 3m+1 . Note that an incorrect tuple will all honest parties aborting
the protocol. [
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Figure 7.9: Protocol RANDOMIZATION

1. Suppose the input inner-product tuple is denoted by

(([zl]t? SRR [xm]t>7 ([3/1]157 RN [ym]t)a [Z]t)'

2. All parties invoke two times of F,,q to prepare two random degree-t Shamir sharings
[Zolt, [Yol¢-
3. All parties invoke Fyuiemar 0N ([Zo]¢, [1o]¢) to compute [z0]; = [0 - yol:-

4. Fori € {1,2,...,m— 1}, all parties invoke Fyuimar 00 ([2;]s, [y:];) to compute [z;], =
[%; - y;];- Then set

m—1

[2m]e = [2]¢ — Z[%]r

i=1

5. All parties invoke COMPRESS on

([zole, [Woles [20]e), (1], [yales [21]1), - ([@mles [Ymles [2m]e)-

The output is denoted by ([al;, [b]¢, [c]+)-
6. All parties send their shares of [a];, [b]:, [c]; to all other parties.

7. All parties reconstruct a, b, c. For each party P, if the shares of [a];, [0];, [¢]; are incon-
sistent or a - b # ¢, P; aborts. Otherwise, P; takes accept as output.

7.3.4 Summary

In this section, we show how to check the correctness of m multiplication tuples with communi-
cation complexity o(m). It is a simple combination of the three protocols DE-LINEARIZATION,
DIMENSION-REDUCTION, and RANDOMIZATION. The description of MULTVERIFICATION
appears in Protocol

Lemma 7.8. The protocol MULTVERIFICATION securely computes Fverisy With abort in the
{-Eoin; -/—: mult-mal

Fextenamuir }-hybrid model in the presence of a fully malicious adversary controlling t corrupted
parties.

Proof. Let A denote the adversary. We will construct a simulator S to simulate the behaviors
of honest parties. Recall that Corr denotes the set of corrupted parties and H denotes the set of
honest parties.

Simulation of MULTVERIFICATION. In the beginning, S receives from Fiverity the shares
of [z™],, [y™],, V], held by corrupted parties and the difference d¥) = 2 — 20 . 4 for
all i € {1,2,...,m}. Furthermore, S receives b € {abort,accept} indicating whether the
multiplications are correct.
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Figure 7.10: Protocol MULTVERIFICATION

1. Let k£ be the compression parameter, m denote the number of multiplication tuples.
The multiplication tuples are denoted by

([ [y 200, ([P, [P0 [20), - (™) [y "™, (7))
2. All parties invoke DE-LINEARIZATION on these m multiplication tuples. Let

(([a’l]tv T [am]t)7 ([bl]t7 T [bm]t>7 [C]t)

denote the output.

3. Let ¢ denote the dimension of the inner-product tuple. Initially / = m. While ¢ > k,
all parties run the following steps.

(a) All parties invoke DIMENSION-REDUCTION on the current inner-product tuple
and obtain a new inner-product tuple, denoted by

(([aale, - lagzele), ((bales - [begile), [elo)-

(b) All parties set ¢ := {/k.
4. Let
((lale, - - lakle), ([bale, - - -, [bile), [c]e)

denote the inner-product tuple from the last step. All parties invoke RANDOMIZATION
on this inner-product tuple.

¢ Simulation of DE-LINEARIZATION:
When F;, is invoked in Step 2, S emulates F..;, and generates a random field element
r € K. Then, S computes the shares of (([a1]¢, .- -, [am]t), ([b1]t,-- -, [bm)e)s [c]t) held
by corrupted parties and the difference d = ¢ — 2311 a; - bj. This can be achieved by
using the shares of [2],, [y¥];, [¢"], held by corrupted parties and the difference d®) =
20 — 2@y foralli € {1,2,...,m}.

¢ Simulation of DIMENSION-REDUCTION:
We will maintain the invariance that, for the input inner-product tuple

(([xl]t’ R [xm]t)7 ([yl]tv R [ym]t)v [Z]t)>

S learns the shares held by corrupted parties and the difference d = z — Z;n:l x;-y;. Note
that this is true for the first time of invocation of DIMENSION-REDUCTION since these
shares and the difference are computed when simulating DE-LINEARIZATION.

In Step 2 and Step 3, S computes the shares of (([a{”];, ..., [a{"],), (0], . .., [B"]:), [¢D);)
held by corrupted parties and the difference d) = ¢ — Z?Zl ag-i) . by) for all ¢+ €
{1,2,...,k}. Concretely,
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= Foralli € {1,2,...,k}, the shares of ([agi)]t, ce [aéi)]t) and ([bgi)]t, ce [bgi)] ) held

t
by corrupted parties can be directly obtained from the shares of ([z1];, .. ., [zm]¢) and
([y1le, - - -, [ym]:) held by corrupted parties.
= Foralli € {1,2,...,k — 1}, S emulates Fexenamure and receives from the adversary

the shares of [c(?)], held by corrupted parties. S also receives the difference d*) from
the adversary.
» For [¢®)], and d®, recall that [¢*)], is computed by

Therefore, S can computes the shares held by corrupted parties from the above equa-
tion. Furthermore, S computes d*) by

In Step 4, S needs to simulate the behaviors of honest parties in EXTEND-COMPRESS.
Note that EXTEND-COMPRESS only contains local computation and invocations of Fexendmult
and Fon. For Feom, S faithfully generates a random element. For Fexenamur, S receives
from the adversary the shares of corrupted parties and the difference. S follows EXTEND-
COMPRESS to computes the shares of (([a1]y, . .., [adli), ([b1]s, - - -, [be]t), [¢]¢) held by cor-
rupted parties and the difference d =c— > ._, a; - b;.

¢ Simulation of RANDOMIZATION:
Note that, for the input inner-product tuple (([1]t, ..., [Tm]e), ([V1]t, - -+, [Ymlt), [2]¢), the
simulator S learns the shares held by corrupted parties and the difference d = z— 3" | ;-
y; since they are computed when simulating DIMENSION-REDUCTION.
In RANDOMIZATION, for all i € {1,2,...,m}, S computes the shares of [z;]¢, [y:]+, [2i]:
held by corrupted parties and the difference d; = z; — x; - y; in the same way as that
in DIMENSION-REDUCTION. For [z¢];, [y0]s, S receives from the adversary the shares
held by corrupted parties when emulating Fr.nq. For [29];, S receives the shares from the
adversary held by corrupted parties and the difference dy when emulating Fu¢-mal-
In Step 6, S needs to simulate the behaviors of honest parties in COMPRESS. This can
be simulated in the same way as that for EXTEND-COMPRESS. At the end of this step,
S learns the shares of [a]¢, [b]:, [c]; held by corrupted parties and also the difference d’ =
¢ — a - b. S randomly samples a, b and computes ¢ = a - b+ d'. Based on the secrets a, b, ¢
and the shares held by corrupted parties, S reconstructs the whole sharings [aly, [b]:, [c];-
In Step 7 and Step 8, S faithfully follows the protocol. Recall that S receives b €
{abort, accept} from Fmuitverity 1ndicating whether the multiplications are correct. If
b = accept but an honest party takes abort as output, S sends abort to Fupverity- Oth-
erwise, S sends continue to Fyiverify -

j=1

Hybrids Argument. Now we show that S perfectly simulates the behaviors of honest parties
with overwhelming probability. Consider the following hybrids.
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Hybrid,: The execution in the real world.

Hybrid,: In this hybrid, S computes the difference for each multiplication tuple and inner-
product tuple as described above. Note that this does not change the behaviors of honest parties.
Therefore, the distribution of Hybrid, is identical to Hybrid,.

Hybrid,: In this hybrid, instead of using the real sharings [a], [b]¢, [c]: in RANDOMIZATION,
S constructs the sharings [aly, [b];, [c]; as described above. Concretely, S randomly samples the
secrets a, b and reconstructs the whole sharings [a];, [b]; based on the shares held by corrupted
parties. Then based on the difference d’ of this tuple, S computes ¢ = a - b + d’ and reconstructs
the whole sharing [c]; based on the shares held by corrupted parties.

Note that in RANDOMIZATION, a and b are linear combinations of {z;}", and {y;} re-
spectively and the coefficients are all non-zero, where the latter follows from the property of
polynomials. Also note that xy and y, are randomly chosen by F,,q. Thus, a and b are uni-
formly random. The only difference between Hybrid, and Hybrid, is that, in Hybrid,, a and
b are masked by z( and y, which are randomly chosen by F,,q4, while in Hybrid,, a and b are
randomly chosen by S. However the distributions of ¢ and b remains unchanged. Since c is
determined by a, b and the difference d’, the distribution of ¢ remains the same in both hybrids.

Therefore, the distribution of Hybrid, is identical to Hybrid,.

Hybrid;: In this hybrid, if at least one of the input multiplication tuples is incorrect, S aborts
in the end of the protocol. Note that in the real protocol, it is possible that while one of the input
multiplication tuples is incorrect, the final multiplication tuple verified in RANDOMIZATION is
correct. In this case, honest parties in Hybrid, do not abort.

However, according to Lemma Lemma Lemma this happens with negligible
probability.

Therefore, the distribution of Hybrid, is statistically close to Hybrid,.

Hybrid,: In this hybrid, S simulates the behaviors of honest parties as described above. Note
that the only place where honest parties need to communicate with corrupted parties is Step 7
in RANDOMIZATION where all parties verify the correctness of the final multiplication tuple.
However, the preparation of [a];, [b]:, [c]; only depends on the shares and the differences of the
input multiplication tuples, which can be obtained from Fpyieverity -

Therefore, the distribution of Hybrid, is identical to Hybrid,.

Note that Hybrid, is the execution in the ideal world, and the distribution of Hybrid, is
statistically close to the distribution of Hybrid,, the execution in the real world. ]

Concrete Efficiency. Now we analyze the communication complexity of MULTVERIFICA-
TION. Recall that each time of running DIMENSION-REDUCTION reduces the dimension of
the inner-product tuple to be 1/k of the original dimension. Therefore, MULTVERIFICATION in-
cludes 1 invocation of DE-LINEARIZATION, (log, m—1) invocations of DIMENSION-REDUCTION
and 1 invocation of RANDOMIZATION. The communication complexity of MULTVERIFICATION
is

O(n?) + (log;, m — 1) - O(kn +n*) + O(kn + n*) = O((kn + n?) log, m)

field elements in K.
Remark 7.1. We note that the circuit size is bounded by poly(k) where k is the security parame-
ter. Therefore, if we set k = k, the communication complexity of MULTVERIFICATION becomes
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O(nk + n?) field elements in K.

Remark 7.2. Note that MULTVERIFICATION requires O(log,, m) rounds. In the real world, one
can adjust k based on the overhead of each round and the overhead of sending each bit via a
private channel to achieve the best running time.

7.4 Compiling the Semi-Honest DN Protocol with Malicious
Security

For completeness, we show how to use our fast verification protocol to compile the semi-honest
DN protocol [28] to a maliciously secure protocol without affecting the concrete efficiency. Re-
call that we are in the client-server model where there are c clients and n = 2¢ + 1 servers
(denoted by parties). The adversary is able to control up to c clients and ¢ parties. The clients
only participate in the input phase and the output phase.

At a high-level, the main protocol is consist of the following steps:

1. Input: Each client uses degree-t Shamir secret sharing scheme to share its inputs to the

parties.

2. Evaluation Phase: All parties evaluate the circuit gate by gate.

3. Verification Phase: All parties check the correctness of multiplications.

4. Output: For each output gate, all parties send their shares to the client who should receive
it.

The functionality F,ain-mal 1S described in Functionality The main protocol DN-MAIN-
MAL appears in Protocol The communication complexity of DN-MAIN-MAL is O(|C| -
n + log |C| - (kn + n?)k) field elements, where |C| is the circuit size, k is the compression
parameter, and « is the security parameter.

Figure 7.11: Functionality 7, .;,-mal

1. Fiain-ma receives from all clients their inputs.

2. Fmain-ma €Valuates the circuits and computes the output. F.in-ma first sends the output
of corrupted clients to the adversary.

e If the adversary replies continue, Fanma distributes the output to honest
clients.

¢ If the adversary replies abort, Fiain-ma S€nds abort to honest clients.

Lemma 7.9. Let c be the number of clients and n = 2t 4+ 1 be the number of parties. The
protocol DN-MAIN-MAL securely computes Fgin-ma With abort in the {Fuurmat, Fouirveris } -
hybrid model in the presence of a fully malicious adversary controlling up to c clients and 1
parties.
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Figure 7.12: Protocol DN-MAIN-MAL

1. Input Phase:

Let Client;, ..., Client. denote the clients who provide inputs. For every input gate
of Client;, Client; samples a random degree-t Shamir sharing of its input, [z];, and
distributes the shares to all parties.

2. Evaluation Phase:
All parties evaluate the circuit layer by layer.

e For each addition gate with input sharings [z];, [y];, all parties locally compute
the output sharing [z]; := [z]; + [y]:.
e For each multiplication gate with input sharings [z], [y];, all parties invoke
Finule-mal to compute the output sharing [z]; = [z - y];.
3. Verification Phase:
All parties invoke Fuiverity to check the correctness of the multiplications.
4. Output Phase:

For each output gate of Client;, let [z]; denote the input sharing. All parties send their
shares of [z]; to Client;. Client; checks whether the shares of [z]; is consistent. If not,
Client; aborts. Otherwise, Client; reconstructs the result x.

Proof. As we argued in Chapter |2} it is sufficient to focus on adversaries who control exactly ¢
parties. The correctness of DN-MAIN-MAL follows from the description.

Let A denote the adversary. We will construct a simulator S to simulate the behaviors of
honest parties and honest clients. Recall that Corr denotes the set of corrupted parties and H
denotes the set of honest parties.

Simulation of DN-MAIN-MAL. We describe the strategy of S phase by phase.

¢ Simulation of Input Phase:
For an input = belongs to an honest client, S randomly samples ¢ elements as the shares of
[x]; of corrupted parties. Then S sends these shares to corrupted parties.
For an input x belongs to a corrupted client, S receives from the adversary the shares held
by honest parties. Note that, S learns ¢ + 1 shares of [z];. S reconstructs the whole sharing
[x]; and sends x as the input of this corrupted client to Fiyain-mal-
Note that for each input sharing, S learns the shares held by corrupted parties.

¢ Simulation of Evaluation Phase:
In the evaluation phase, S will compute the shares of each sharing held by corrupted par-
ties. Note that this already holds for the sharing of each input gate.

* For each addition gate with input sharings [z}, [y]:, S computes the shares of [z], =
[z]; + [y]: held by corrupted parties.
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* For each multiplication gate with input sharings [x];, [y];, S emulates Fuima and
receives the shares of [z]; held by corrupted parties and the difference d.

Note that for each multiplication tuple ([z];, [y]+, [2]:), S learns the shares held by corrupted
parties and the difference d = z — x - y.

¢ Simulation of Verification Phase:
S emulates the functionality Fveriry- Recall that in the simulation of the evaluation
phase, S has computed the shares of each multiplication tuple held by corrupted parties
and the difference. S directly sends these shares and differences to the adversary as in
Fmueverity-  1If there exists a non-zero difference, S sets b = abort. Otherwise, S sets
b = accept. Then S sends b to the adversary.

* If b = accept and the adversary replies continue, & moves to the next phase.
* Otherwise, S sends abort to Fiin.ma and aborts.

¢ Simulation of Output Phase:
For each output gate with [z]; associated with it, if the receiver is an honest client, S
receives from the adversary the shares held by corrupted parties. Then S checks whether
the shares are the same as the ones computed by S. If true, S accepts the output. Otherwise,
S rejects the output.
If the receiver is a corrupted client, S receives the result x from Fiin-ma. Then, based on
the shares of [z]; held by corrupted parties and the secret z, S reconstructs the shares held
by honest parties, and sends these shares to the adversary.
Finally, if S rejects any output of honest clients, S sends abort to Fain.ma. Otherwise, S
sends continue to Fiin-mal-

Hybrids Argument. Now we show that S perfectly simulates the behaviors of honest parties.
Consider the following hybrids.

Hybrid,: The execution in the real world.

Hybrid, : In this hybrid, S computes the input of corrupted clients and send them to Fiyain-mal-
The distribution of Hybrid, is identical to Hybrid,,.

Hybrid,: In this hybrid, S simulates the output phase as described above. Note that the
output phase is executed only when the computation is correct. For an output gate with [x],
associated with it, if the receiver is an honest client, the shares that corrupted parties should hold
are determined by the shares of honest parties. Therefore, if corrupted parties send different
shares from the ones computed by S, the shares of [z];, will be inconsistent and the client will
reject the output. If the receiver is a corrupted client, the shares of honest parties are determined
by the output x and the shares held by corrupted parties. Therefore, the shares prepared by S are
identical to the real shares held by honest parties.

Therefore, the distribution of Hybrid, is identical to the distribution of Hybrid, .

Hybrid;: In this hybrid, S computes the difference of each multiplication tuple in the evalu-
ation phase. Then S simulates the verification phase. Note that Fyiverity Simply checks whether
there is an incorrect multiplication tuple, which is equivalent to check whether there is a non-zero
difference.

Therefore, the distribution of Hybrid, is identical to the distribution of Hybrid,.
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Hybrid,: In this hybrid, S simulates the evaluation phase. Note that S receives the shares of
corrupted parties and the difference when emulating Fui.ma- These are sufficient to simulating
the verification phase and the output phase. Since there is no communication in this phase, the
distribution of Hybrid, is identical to the distribution of Hybrid,.

Hybrid;: In this hybrid, S simulates the input phase. The only difference between Hybrid,
and Hybrid; is that, in Hybrid,, S uses the real input of honest clients to generate the input
sharings, while in Hybrid;, S simply samples random elements as the shares of corrupted par-
ties. Note that the distributions of the shares of corrupted parties in both hybrids are the same.
Therefore, the distribution of Hybrid; is the same as Hybrid,.

Note that Hybrid; is the execution in the ideal world, and the distribution of Hybrid; is
identical to the distribution of Hybrid,, the execution in the real world. [

Analysis of the Concrete Efficiency. We point out that, without MULTVERIFICATION, DN-
MAIN-MAL is the same as the semi-honest DN protocol [28]. The cost per multiplication gate
is 6 field elements in [F per party, including 4 field elements to prepare a pair of random double
sharings, 1 element sending to0 Fiing, 1 element receiving from Fying. Note that the cost of
MULTVERIFICATION is bounded by O(log, |C| - (kn 4+ n?)k) bits, which does not influence the
cost per multiplication gate. Therefore, DN-MAIN-MAL achieves the same concrete efficiency
as the semi-honest DN protocol [28]]. When setting the compression parameter £ = k, the cost
of MULTVERIFICATION is bounded by O(n? - x + n - £?) bits. Thus, the overall communication
complexity of DN-MAIN-MAL is bounded by O(|C| - n +n? - k + n - k?) field elements.

76



Chapter 8

Achieving Malicious Security

In this chapter, we discuss how to compile our two semi-honest protocols constructed in Chap-
ter [6] to maliciously secure protocols. We refer the first protocol that uses the trick of ¢t-wise
independence (See Chapter [6.2)) as the t —wise variant, and refer the second protocol that re-
duces the round complexity (See Chapter [6.3) as the round—-compression variant.

8.1 Achieving Malicious Security for the t—-wise Variant

For the t—wise variant, we show that after replacing the DN multiplication protocol by our
efficient multiplication protocol ATLAS-MULT (Protocol [6.7)), the whole semi-honest protocol
is still secure up to an additive attack. Then we can achieve malicious security as follows:

1. Run the t -wise variant until the output phase.

2. Check the correctness of multiplication tuples using our fast verification protocol.

3. Reconstruct the output only if the check passes.

To this end, we consider the scenario where all parties evaluate a sequence of N multiplica-
tion gates. In particular, the input sharings of each multiplication gate can depend on the input
sharings or output sharings of the previous multiplication gates. The functionality F ;... ap-
pears in Functionality which invokes Fui.ma for each multiplication gate. One can view
F ulema @S an interface of Fryima. We show that the protocol ATLAS-MULT already realizes

m
) . .
Fruiemal 10 the presence of a fully malicious adversary.

!
mult-mal

Figure 8.1: Functionality

! . .
1. Fluema Teceives N from all parties.

2. Fromi = 1to N, let [z?],, [y®], denote the input sharings of the i-th multiplication
gate. F' . invokes Fuiema on [20];, [y@];.

Lemma 8.1. The protocol ATLAS-MULT securely computes the functionality F,,.ma it the

Fuoubierana-hybrid model in the presence of a fully malicious adversary controlling t corrupted
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parties.

Proof. Recall that Corr denotes the set of corrupted parties and H denotes the set of honest
parties. Recall that in Lemma we have argued that the random degree-2¢ sharing [r]y, output
by Faoublerand Satisfies that the shares of honest parties are uniformly random, and are independent
of the shares chosen by the adversary.

Recall that in EXPAND, all parties compute

([P P = MO, O]
([f(l)]%v REE) [f(n)]Qt)T = M([T(l)]%v ) [r(t)]Zt)T>

where M is a Vandermonde matrix. From the above argument, the shares of {[r(V]y,}!_, held
by honest parties are uniformly random. According to the property of Vandermonde matrices,
there is a one-to-one map from {[rV]y, }1_, to {[F¥]; }iccorr. Thus, the shares of {[F®]y }iccorr
held by honest parties are uniformly random. This means that for all double sharings in the form
of ([r], [r]at, Pj) output by EXPAND, where P; is a corrupted party, the shares of [r]s; held by
honest parties are uniformly random.

Let A denote the adversary. We will construct a simulator S to simulate the behaviors of
honest parties.

Simulation for ATLAS-MULT. In the first step, S emulates Fyouplerang @0d receives the shares
of random double sharings held by corrupted parties. Then S follows EXPAND and computes the
shares of the double sharings in the form of ([r];, [r]2, ;) held by corrupted parties.

In the second step, we describe the strategy of S for each invocation of MULT.

1. Let [z];, [y™]; denote the input sharings. S receives from F., ... the shares of [z(V],, [y®],
held by corrupted parties. Let ([r];, [r]a:, Pj) be the first pair of unused double sharings.
Recall that S has learnt the shares of [r];, [r]s; held by corrupted parties.

2. S computes the shares of [e]y; := [#®]; - [y]; + [r]o; held by corrupted parties. If P; is
corrupted, S samples random elements as shares of [e(i)]zt of honest parties.

3. Depending on whether P; is honest, there are two cases:

e If P; is honest, S receives the shares from corrupted parties. Let [¢()],; denote the
sharing when using the shares received from corrupted parties. This is to distinguish
from [e(],, which uses the shares computed by S for corrupted parties. Then S
computes the shares of [d®]y, := [6®]y; — [¢™]4; held by corrupted parties. Note that
the shares of [d],; held by honest parties are 0. S reconstructs the secret d. Finally
for [e(”];, S samples random elements as the shares of corrupted parties.

e If P; is corrupted, S sends the shares of [¢()]y, of honest parties to P;. Note that for
[e®)]5;, S knows all the shares. S reconstructs the secret e. Then S receives the shares
of [e®]; of honest parties from P;. S reconstructs the whole sharing and computes
the secret of [¢(],, denoted by (. Finally, S computes d¥) := @ — (),

4. In the last step, S computes the shares of [z?)]; := [e®], — [()], held by corrupted par-
ties. Then S sends the difference d*) and the shares of [2("], held by corrupted parties to

!
mult-mal*
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Hybrid Arguments. Now we show that S perfectly simulates the behaviors of honest parties.
Consider the following hybrids.

Hybrid,: The execution in the real world.

Hybrid, : In this hybrid, S computes the shares of corrupted parties as described above. For
each multiplication tuple ([z®],, [y];, [¢®],), S computes the difference d := 2() — () . ()
using the shares of honest parties. Then for all i € {1,2,..., N}, S sends the difference d*) and
the shares of [z(V], held by corrupted parties to F/, ;. ..;- Note that the shares of honest parties
are determined by the shares of corrupted parties and the secrets. Therefore, the distribution of
Hybrid, is identical to the distribution of Hybrid,,.

Hybrid,: In this hybrid, S computes the difference as described above. Note that:

e When P; is honest, corrupted parties can change the multiplication result by sending in-
correct shares of [e()]y; to P;. Therefore, the difference of this multiplication tuple is the
secret of the sharing [6()]y, — [e]y,, where [e(?)]y, is the sharing when using the shares
computed by S for corrupted parties, and [6()],; is the sharing when using the shares re-
ceived from corrupted parties. Therefore, the difference d) computed by S is identical to
that in Hybrid,.

e When F; is corrupted, S can learn the value ¢ reconstructed by P; from the shares of
[e®], held by honest parties. S can also compute the correct (). Therefore, the difference
d) computed by S is identical to that in Hybrid, .

Therefore, the distribution of Hybrid,, is identical to the distribution of Hybrid,.

Hybrid,: In this hybrid, S uses random elements as shares of [e(?)],; of honest parties when
P; is corrupted. Recall that we have shown that for ([r];, [r]a:, P;) wWhere P; is corrupted, the
shares of [r],; held by honest parties are uniformly random. Therefore, the shares of [e(?)],, are
also uniformly random in this case. The distribution of Hybrid, is identical to the distribution
of Hybrid,.

Hybrid,: In this hybrid, S emulates Fyounierana and does not generate the shares of honest
parties. Note that these shares are not used in Hybrid;. Therefore, the distribution of Hybrid,
is identical to the distribution of Hybrid;.

Note that Hybrid, is the execution in the ideal world, and the distribution of Hybrid, is

identical to the distribution of Hybrid,, the execution in the real world. O
Using F, i.mar i1 the Protocol DN-MAIN-MAL. In the Protocol DN-MAIN-MAL (Proto-

col [7.12)), all parties invoke Finuma for each multiplication gate. Note that F, . ... invoke
Froul-mar for each multiplication. Therefore, we view F. , ... as an interface of Fyma. All
parties initialize F; .. in the beginning of the protocol with the number of multiplications
they need to compute (which is determined by the circuit). Then we replace each invocation of
Finultmal BY Fiutemar- Following from Lemma we conclude the following theorem.

Theorem 1.1. Let n be a positive integer and F be a finite field of size |F| > n + 1. For
all arithmetic circuit C over F, there is an information-theoretic n-party MPC protocol, which
achieves malicious security (with abort) against a fully malicious adversary controlling t < n/2
corrupted parties, with communication complexity O(|C| - n + n® - k + n - k?) elements, where
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K is the security parameter and |C| is the circuit size. Furthermore, the concrete efficiency is 4
elements per party per multiplication gate.

8.2 Achieving Malicious Security for the round-compression
Variant

For the round-compression variant, recall that the evaluation is done by first partitioning
the circuit into a sequence of two-layer sub-circuits and then evaluating each sub-circuit. For
multiplication gates in the first layer of all sub-circuits, we use the improved DN multiplication
protocol IMPROVED-DN-MULT to compute the outputs. For multiplication gates in the second
layer of all sub-circuits, we use our efficient multiplication protocol MULT to prepare Beaver
triples. In particular, the correctness requires FPying to distribute the same value to all other
parties for each multiplication gate in the first layer of all sub-circuits.

Thus, an adversary can launch attack in the following two places:

® An adversary may distribute different values to other parties when Pyi,g is corrupted in

IMPROVED-DN-MULT.

¢ An adversary may launch additive attacks in the multiplication protocols IMPROVED-DN-
MULT and MULT.
We will check these two points separately. We first show how to check that all parties receive the
same values from FPy;,z in IMPROVED-DN-MULT.

Checking Consistency. The idea is to compute a random linear combination of the values they
received in IMPROVED-DN-MULT and exchange their results. If a party receives different val-
ues, this party will abort. We will use the functionality F, introduced in Chapter [5|to generate
a random element. The protocol CHECKCONSISTENCY appears in Protocol [8.2] Recall that the
communication complexity of the instaniation of F., is O(n? - k) bits. The communication
complexity of CHECKCONSISTENCY is O(n? - k) bits.

Figure 8.2: Protocol CHECKCONSISTENCY (N, {z(V), ... 2(M})

1. All parties invoke F.q, to generate a random element » € K. All parties locally
compute
zi=aW 423 4 )N
2. All parties exchange their results x’s and check whether they are the same. If a party
P, receives different =’s, P; aborts.

Lemma 8.2. If there exists two honest parties who receive different set of values {zV), ... (M},
then with overwhelming probability, at least one honest party will abort in the protocol CHECK-
CONSISTENCY.
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Proof. Suppose P;, P; are two honest parties and they recelve {z™) NYand {1, ..., )
respectively. Suppose that there exists i € [IV] such that () # 7 () Con51der the followmg two
polynomials in K:

f(?”) = 37(1)—1—33(2)-?"—l—...—f—x(N).rN*l
f(?“) = j(l)—kfi‘(z)'T—l—..,—{—jj(N).,,»N—l

Since there exists i € [N] such that () % z®, f(-) and f(-) are two different polynomials. The
number of r such that f(r) = f(r) is bounded by the degree of f(-) — f(-), which is N — 1.

Since r is uniformly chosen from KK, the probability that f(r) = f(r) is at most ]\(Kf < =

Therefore, with overwhelming probability, f(r) # f(r), which means that P;, P; will receive
different values from each other and abort in the protocol CHECKCONSISTENCY. ]

Main Protocol. The protocol MAIN-ROUND-MAL appears in Protocol

Lemma 8.3. Let c be the number of clients and n = 2t + 1 be the number of parties. The proto-
col MAIN-ROUND-MAL securely computes the ideal functionality Fuin-ma i the { Franda, Frero,
FaoubleRands Feoins Fmuirverigy } -hybrid model in the presence of a fully malicious adversary control-
ling up to c clients and t parties.

Proof. As we argued in Chapter [2} it is sufficient to focus on adversaries who control exactly ¢
parties. The correctness of MAIN-ROUND-MAL follows from the description.

Let A denote the adversary. We will construct a simulator S to simulate the behaviors of
honest parties and honest clients. Recall that Corr denotes the set of corrupted parties and H
denotes the set of honest parties.

Simulation for MAIN-ROUND-MAL. We describe the strategy of S phase by phase.

¢ Simulation for Input Phase:
For an input = belongs to an honest client, S randomly samples ¢ elements as the shares of
[x]; of corrupted parties. Then S sends these shares to corrupted parties.
For an input x belongs to a corrupted client, S receives from the adversary the shares held
by honest parties. Note that, S learns ¢ + 1 shares of [z];. S reconstructs the whole sharing
[x]; and sends x as the input of this corrupted client to Fiyain-mal-
Note that for each input sharing, S learns the shares held by corrupted parties.

¢ Simulation for Evaluation Phase — Preparing Correlated Randomness:
In this part, S emulates Fand, Frero, FdoubleRand and receives the shares of corrupted parties.
S follows the protocol EXPANDZERO and EXPAND to compute the shares of corrupted
parties.

¢ Simulation for Evaluation Phase — Evaluating Two-Layer Circuits:
In this part, S simulates the behaviors of honest parties in EVALUATE for each sub-circuit.
For each sub-circuit with all the input sharings prepared, S will know the shares held by
corrupted parties. Note that this is true for the first sub-circuit. We describe the strategy of
S step by step.
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Figure 8.3: Protocol MAIN-ROUND-MAL

1.

Input Phase:

Let Client;, ..., Client. denote the clients who provide inputs. For every input gate
of Client;, Client; samples a random degree-t Shamir sharing of its input, [z];, and
distributes the shares to all parties.

Evaluation Phase — Preparing Correlated Randomness:

All parties start with holding a degree-¢ sharing for each input gate. The circuit is
partitioned into a sequence of two-layer sub-circuits. Let /V; denote the number of
multiplications in the first layer of all sub-circuits, and N, denote the number of mul-
tiplications in the second layer of all sub-circuits. All parties prepare the correlated
randomness as follows:

e All parties invoke F,,q to prepare N; random degree-t Shamir sharings. Then
all parties invoke Fe;, to prepare N; - t/n random degree-2¢ Shamir sharings of
0, and invoke EXPANDZERO to obtain N; degree-2¢ Shamir sharings of 0. These
sharings are transformed to N; pairs of sharings in the form of ([r];, [0]2:, ;).

e All parties invoke Fyoublerand t0 prepare N - ¢ /n pairs of random double sharings.
Then all parties invoke EXPAND to obtain /V, pairs of double sharings in the form

of ([r]s, [1]2e, B)-

. Evaluation Phase — Evaluating Two-Layer Circuits:

All sub-circuits are evaluated in a predetermined topological order. For each sub-
circuit with all the input sharings prepared, all parties invoke EVALUATE to compute
the output sharings.

Verification Phase:

e Suppose eV, ... e are the values all parties received in IMPROVED-DN-
MULT invoked in EVALUATE. All parties invoke CHECKCONSISTENCY to check
that they receive the same values.

e Suppose {([z@];, [y];, [29],)}Y, denote the multiplication tuples computed
by IMPROVED-DN-MULT invoked in EVALUATE, and {([a¥],, [b®],, [¢?],)} 2,
denote the multiplication tuples computed by MULT invoked in EVALUATE. All
parties invoke Fuiverity to check the correctness of these Ny + [N, multiplication
tuples.

. Output Phase:

For each output gate of Client;, let [z]; denote the input sharing. All parties send their
shares of [x], to Client;. Client; checks whether the shares of [z]; is consistent. If not,
Client; aborts. Otherwise, Client; reconstructs the result z.

* In the first step, S follows the protocol to compute the shares of corrupted parties for
the input sharings of each multiplication gate in the second layer.
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* In the second step, S simulates IMPROVED-DN-MULT and MULT as follows. For
IMPROVED-DN-MULT:

— Let [z, [y]; denote the input sharings. S has computed the shares of [z];, [y];
held by corrupted parties. Let ([r]¢, [0]2:, P;) denote the sharings associated with
this gate. S learns the shares of [r];, [0]2; held by corrupted parties when emulat-
ing Frand, Frero and simulating EXPANDZERO.

— & computes the shares of [e]s; := [z]; - [y]¢ + [r]: +[0]2; held by corrupted parties.
If P; is corrupted, S samples random elements as shares of [e]s; of honest parties.

— Depending on whether F; is honest, there are two cases:

- If P; is honest, S receives the shares from corrupted parties. Let [¢]o; denote
the sharing when using the shares received from corrupted parties. This is
to distinguish from [e],; which uses the shares computed by S for corrupted
parties. Then S computes the shares of [d]o := [€]o; — [e]2 held by corrupted
parties. Note that the shares of [d],; held by honest parties are 0. S recon-
structs the secret d. Finally, S samples a random element as e and sends e to
corrupted parties.

- If P, is corrupted, S sends the shares of [e]y; of honest parties to P;. Note
that for [e]o;, S knows all the shares. S reconstructs the secret e. Then S
receives the value ¢ from P;. If P, sends different values to different honest
parties, S marks this execution as fail, and uses the value of the first honest
party. Finally, S computes d := € — e.

— In the last step, S computes the shares of [z]; := & — [r]; held by corrupted
parties.

For MULT:

— Let [z]¢, [y]; denote the input sharings. S has computed the shares of [z];, [y];
held by corrupted parties. Let ([r], [r]2, P;) denote the sharings associated with
this gate. S learns the shares of [r];, [r]2; held by corrupted parties when emulat-
Ing Fjoublerand @and simulating EXPAND.

— & computes the shares of [e]s; := [z]; - [y]: + [r]2+ held by corrupted parties. If
P, is corrupted, S samples random elements as shares of [e]o; of honest parties.

— Depending on whether F; is honest, there are two cases:

- If P, is honest, S receives the shares from corrupted parties. Let [¢]o; denote
the sharing when using the shares received from corrupted parties. This is
to distinguish from [e]o; which uses the shares computed by S for corrupted
parties. Then S computes the shares of [d]y; := [€]o; — [e]2: held by cor-
rupted parties. Note that the shares of [d]y, held by honest parties are 0. S
reconstructs the secret d. Finally, for [e];, S samples random elements as the
shares of corrupted parties.

- If P, is corrupted, S sends the shares of [e]y; of honest parties to P;. Note
that for [e]o;, S knows all the shares. S reconstructs the secret e. Then S
receives the shares of [e]; of honest parties from P,. S reconstructs the whole
sharing and computes the secret of [e];, denoted by é. Finally, S computes
d:=¢€—e.
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— In the last step, S computes the shares of [z]; := [e]; — [r]; held by corrupted
parties.

* In the rest of two steps (which only contain local computation), S follows the protocol
and computes the shares of corrupted parties for each degree-¢ Shamir sharing.

¢ Simulation for Verification Phase:

» S first simulates CHECKCONSISTENCY. Note that e, ... e are either received
from corrupted Pxing’s or explicitly generated by S. S follows the protocol honestly.
If any party aborts or S has marked this execution as fail, S sends abort to Fiain-mal
and aborts.

* S then emulates the functionality Fuiveriry- Recall that in the simulation of the com-
putation phase, S has computed the shares of each multiplication tuple held by cor-
rupted parties and the difference. S directly sends these shares and differences to the
adversary as in Fupverity- If there exists a non-zero difference, S sets b = abort.
Otherwise, S sets b = accept. Then S sends b to the adversary.

— If b = accept and the adversary replies continue, S moves to the next phase.
— Otherwise, S sends abort t0 Fiain-mal and aborts.
¢ Simulation for Output Phase:
For each output gate with [z]; associated with it, if the receiver is an honest client, S
receives from the adversary the shares held by corrupted parties. Then S checks whether
the shares are the same as the ones computed by S. If true, S accepts the output. Otherwise,
S rejects the output.
If the receiver is a corrupted client, S receives the result x from Fiuin.ma. Then, based on
the shares of [z]; held by corrupted parties and the secret x, S reconstructs the shares held
by honest parties, and sends these shares to the adversary.
Finally, if S rejects any output of honest clients, S sends abort to Fain-ma. Otherwise, S
sends continue to Fiain-mal-

Hybrid Arguments. Now we show that S perfectly simulates the behaviors of honest parties
with overwhelming probability. Consider the following hybrids.

Hybrid,: The execution in the real world.

Hybrid, : In this hybrid, S computes the input of corrupted clients and sends them to Fin-mal-
The distribution of Hybrid, is identical to Hybrid,,.

Hybrid,: In this hybrid, S simulates CHECKCONSISTENCY. Concretely, S checks whether
all honest parties receive the same values from Py, in IMPROVED-DN-MULT. If not, S sends
abort to Fain-ma and aborts. According to Lemma @], the probability that an honest party
aborts in this case is overwhelming. Therefore, the distribution of Hybrid, is statistically close
to the distribution of Hybrid, .

Hybrid;: In this hybrid, S simulates the output phase as described above. Note that the out-
put phase is executed after the verification phase, which ensures the correctness of IMPROVED-
DN-MULT and MULT. Therefore, the output phase is executed only when the computation is
correct. For an output gate with [x]; associated with it, if the receiver is an honest client, the
shares that corrupted parties should hold are determined by the shares of honest parties. There-
fore, if corrupted parties send different shares from the ones computed by S, the shares of [z];
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will be inconsistent and the client will reject the output. If the receiver is a corrupted client, the
shares of honest parties are determined by the output = and the shares held by corrupted parties.
Therefore, the shares prepared by S are identical to the real shares held by honest parties.

Therefore, the distribution of Hybrid, is identical to the distribution of Hybrid,.

Hybrid,: In this hybrid, S computes the difference of each multiplication tuple in the compu-
tation phase. Then S simulates the verification phase. Note that Fpyieverity sSimply checks whether
there is an incorrect multiplication tuple, which is equivalent to check whether there is a non-zero
difference.

Therefore, the distribution of Hybrid, is identical to the distribution of Hybrid,.

Hybrid;: In this hybrid, & simulates EVALUATE. Since the parts which require interaction
are IMPROVED-DN-MULT and MULT, we only focus on the simulation of these two protocols.
We argue the following two points:

e When a corrupted party P, behaves as Py, the shares of [e]y; of honest parties are uni-
formly random in both IMPROVED-DN-MULT and MULT.

® When Fiing’s send the same values to all honest parties in IMPROVED-DN-MULT, & ex-
tracts the correct difference for each multiplication tuple computed by IMPROVED-DN-
MULT and MULT.

For the first point, following from a similar argument in Lemma the random sharing [r]; +
[0]2; in IMPROVED-DN-MULT and the random sharing [r]s; in MULT satisfy that the shares of
honest parties are uniformly random. Therefore, the shares of [e],; of honest parties are uni-
formly random. For the second point, when F;y,’s send the same values to all honest parties,
all degree-t Shamir sharings are consistent in the sense that the shares of corrupted parties com-
puted by S are consistent with the shares of honest parties. In this case, following from a similar
argument in Lemma[6.1] S extracts the correct difference for each multiplication tuple computed
by IMPROVED-DN-MULT and MULT.

Note that Fiverity 1 only executed when all parties receive the same values from Pys,g’s in
IMPROVED-DN-MULT. Therefore, the above two points show that the distribution of Hybrid;
is identical to the distribution of Hybrid,.

Hybridg: In this hybrid, S emulates Fand, FaoubleRand; Fzero and simulates EXPANDZERO and
EXPAND as described above. Note that only the shares of corrupted parties are used in the rest
of steps in Hybrid;. Therefore, the distribution of Hybrid, is identical to the distribution of
Hybrid;.

Hybrid,: In this hybrid, S simulates the input phase. The only difference between Hybrid,
and Hybrid, is that, in Hybrid,, S uses the real input of honest clients to generate the input
sharings, while in Hybrid,, S simply samples random elements as the shares of corrupted par-
ties. Note that the distributions of the shares of corrupted parties in both hybrids are the same.
Therefore, the distribution of Hybrid;, is the same as Hybrid,.

Note that Hybrid, is the execution in the ideal world, and the distribution of Hybrid, is
identical to the distribution of Hybrid,, the execution in the real world. ]

Analysis of the Concrete Efficiency. Compared with the semi-honest protocol MAIN-ROUND,
the maliciously secure protocol MAIN-ROUND-MAL only invokes CHECKCONSISTENCY and
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Fuleverity t0 check the correctness of the computation. Recall that CHECKCONSISTENCY re-
quires O(n? - k) bits. And when using our fast verification protocol MULTVERIFY to instan-
tiate Fuiverify, 1t T€QUIres O(n2 -K+n- 52) bits (when setting the compression factor £ = &
in MULTVERIFY). Regarding the round complexity of the verification phases, note that both
CHECKCONSISTENCY and MULTVERIFY only need constant number of rounds. Thus, we have
the following theorem.

Theorem 1.2. Let n be a positive integer and F be a finite field of size |F| > n + 1. For
all arithmetic circuit C over F, there is an information-theoretic n-party MPC protocol, which
achieves malicious security (with abort) against a fully malicious adversary controlling t < n /2
corrupted parties, with communication complexity O(|C| - n + n? - k + n - k?) elements, where
K is the security parameter and |C'| is the circuit size. Furthermore, the concrete efficiency is 4.5
elements per party per multiplication gate but halving the number of rounds (up to a constant
number of rounds).
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Part 11

Sharing Transformation and Applications
to Dishonest Majority MPC with Packed
Secret Sharing
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Chapter 9

Introduction for Part 11

In this part we initiate the study of sharing transformations which allow us to perform arbitrary
linear maps on the secrets of (possibly packed) secret-sharing schemes. More specifically, sup-
pose ¥ and X' are two linear secret sharing schemes over a finite field F. A set of n parties
{Py, Py, ..., P,} start with holding a 3-sharing X . Here X could be the sharing of a single field
element or a vector of field elements (e.g., as in packed secret sharing where multiple secrets
are stored within a single sharing). The parties wish to compute a Y'-sharing Y whose secret
is a linear map of the secret of X. Here a linear map means that each output secret is a linear
combination of the input secrets (recall that the secret can be a vector in ). We refer to this
problem as sharing transformation.

Restricted cases of sharing transformations occur frequently in the construction of secure
computation protocols based on secret sharing. For example,

¢ In the well-known BGW protocol [9] and DN protocol [28] and their followups (see [17,
24, 145] and the citations therein), when evaluating a multiplication gate, all parties first
locally compute a Shamir secret sharing of the result with a larger degree. To proceed the
computation, all parties wish to transform it to a Shamir secret sharing of the result with
a smaller degree. Here the two linear secret sharing schemes X, Y2 are both the Shamir
secret sharing schemes but with different degrees.

¢ A recent line of works [21} 27, 62] use the notion of reverse multiplication-friendly em-
beddings (RMFE) to construct efficient information-theoretic MPC protocols over small
fields or rings Z/p‘Z. This technique requires all parties to transform a secret sharing of a
vector of secrets that are encoded by an encoding scheme to another secret sharing of the
same secrets that are encoded by a different encoding scheme.

e A line of works [7, 29} 39, 41] focus on the strong honest majority setting (i.e., t =
(1/2 —€) - n) and use the packed secret-sharing technique [34] to construct MPC protocols
with sub-linear communication complexity in the number of parties. The main technical
difficulty is to perform a linear map on the secrets of a single packed secret sharing (e.g.,
permutation or fan-out). In particular, depending on the circuit, each time the linear map
we need to perform can be different.

Unlike the above results, our sharing transformation protocol (1) can perform arbitrary linear
maps (2) is not restricted to a specific secret-sharing scheme and (3) can achieve optimal commu-
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nication complexityﬂ Our transformation can find applications to different protocols based on
different secret sharing schemes. In this part we focus on applications to information-theoretic
(IT) MPC protocols. Furthermore, since we can handle any linear secret sharing scheme, our
sharing transformation works for an arbitrary packing factor & as long as t < n — 2k + 1 where
n 1s the number of participants and ¢ is the number of corrupted parties by the adversary. This
allows us to present the first IT MPC protocols with online communication complexity per gate
sub-linear in the number of parties in the circuit-independent prepossessing model for a variety
of corruption thresholds based on packed secret sharing.

Previous Results in the Dishonest Majority Setting. In the dishonest majority setting, pre-
processing model is required for the existence of information-theoretic MPC protocols. For the
case where ¢ = n — 1, any function can be computed with IT security in the preprocessing model
with online communication complexity of O(n) field elements per gate across all parties [30].
Existing protocols in the literature even for ¢ € [(n + 1)/2,n — 1] still required communication
complexity of O(n) elements per gate.

Previous Results in the (Strong) Honest Majority Setting. In the (strong) honest majority
setting, information-theoretic MPC protocols exist in the plain model. The best known protocols
in the so called optimal threshold regime tolerating ¢ = (n — 1)/2 corrupted parties require
communicating O(n) field elements per gate (ignoring circuit independent terms) [13} [17, 24,
28,138, 144, 160]. There are no constructions known beating this barrier even in the semi-honest
setting despite over a decade of research.

In a remarkable result, Damgard et al. [29] showed an unconditional MPC protocol with
communication complexity of O(log|C| - 1/¢) per gate (ignoring circuit independent terms)
tolerating t = (1/3 — ¢€) - n corrupted parties. This was later extended by Genkin et al. [39] to
obtain a construction tolerating t = (1/2 — €) - n corrupted parties with also a constant factor
improvement in the communication complexity. These works rely on the packed secret sharing
technique introduced by Franklin and Yung [34] where & secrets are packed into a single secret
sharing. An incomparable result was given by Garay et al. [37] who obtained a protocol with
communication complexity O(log“r‘S n) per gate where ¢ is any positive constant.

Two recent independent works [7, 41] also use the packed secret sharing technique in the
MPC paradigm. The work [41] uses the packed secret sharing and achieves O(1) elements per
gate in the preprocessing phase. However, it still requires O(n) elements per gate in the online
phase. On the other hand, the work [7] achieves O(1) elements per gate only for a special class
of circuits that have a highly repetitive structure.

ITo be more precise, our protocol achieves linear communication complexity in the summation of the sharing
sizes of the two secret sharing schemes in the transformation. This is optimal (up to a constant factor) since it
matches the communication complexity of using an ideal functionality to do sharing transformation: the size of the
input is the sharing size of the first secret sharing scheme, the size of the output is the sharing size of the second
secret sharing scheme, and the communication complexity is the size of the input and output.
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9.1 Our Contributions

Sharing Transformation. For our arbitrary linear-map transformation on (packed) linear se-
cret sharing schemes we obtain the following informal result focusing on share size 1 (i.e., each
share is a single field element).

Theorem 9.1 (Informal). Let k = (n —t + 1)/2. For all k tuples of {(X;, %, f;)}e_, linear
secret sharing schemes with injective sharing functions and for all ¥;-sharings { X;}¥_,, there
is an information-theoretic MPC protocol with semi-honest security against t corrupted parties
that transforms X; to a X-sharing Y; such that the secret of Y; is equal to the result of applying
a linear map f; on the secret of X; for all i € {1,... k} (Here the secrets of X; and Y; can
be vectors). The cost of the protocol is O(n?/k?) elements of communication per sharing in a
(sharing independent) preprocessing stage leading to preprocessed data of size O(n?/k), and
O(n?/k) elements of communication per sharing in the online phase. Whent = (1 —¢€) - n
for a positive constant ¢, the overall communication complexity is O(n) elements per sharing
transformation.

The formal theorem is stated in Theorem [I1.1] In Chapter we show that our sharing
transformation works for any share size ¢ (with an increase in the communication complexity
by a factor /), and is naturally extended to any finite fields and rings Z/p‘Z. The main appli-
cation of our sharing transformation technique is to construct MPC protocols. And we achieve
malicious security by directly compiling our semi-honest MPC protocol instead of relying on
a maliciously secure sharing transformation protocol. Therefore, we do not attempt to achieve
malicious security for our sharing transformation technique.

We now turn our attention to constructing general MPC using our sharing transformation
technique.

Dishonest Majority Setting. In the setting of dishonest majority where the number of cor-
rupted parties t = (1 — €) - n for a positive constant ¢, our MPC protocol achieves the cost of
O(1/€?) elements of (the size of) preprocessing data, and O(1/¢) elements of communication
per gate among all parties. Thus when € is a constant (e.g., up to 99 percent of all parties may
be corrupted), the achieved communication complexity in the online phase is O(1) elements per
gate.

Honest Majority Setting. As a corollary of our results in the dishonest majority setting, we
can achieve O(1) elements per gate of online communication and O(1) elements of preprocess-
ing data per gate across all parties in the honest majority setting. In particular, the preprocessing
data can be efficiently prepared relying on our efficient multiplication protocol and efficient mul-
tiplication verification protocol in Part I. As a result, we obtain an information-theoretic MPC
protocol with O(n) elements of communication per gate in the preprocessing phase, and O(1)
elements of communication per gate in the online phase.

Our main results are summarized below. Note that we have omitted the additive terms of
the overhead of the communication complexity in the informal theorems below. The formal
theorems are stated in Theorem [12.1| and Theorem [14.1| respectively, where the additive terms
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are dependent on n and the depth of the evaluated circuit. Our first theorem is for the semi-honest
setting:

Theorem 1.3 (Informal). For an arithmetic circuit C over a finite field F of size |F| > |C| + n,
there exists an information-theoretic MPC protocol in the preprocessing model which securely
computes the arithmetic circuit C' in the presence of a semi-honest adversary controlling up
to t parties. The cost of the protocol is O(|C| - n*/k?) elements of preprocessing data, and
O(|C| - n/k) elements of communication where k = "1 is the packing parameter. For the
case where k = O(n), the achieved communication complexity in the online phase is O(1)
elements per gate.

Our theorem also holds in the presence of a malicious adversary for all "T_l <t<n-1
Theorem 1.4 (Informal). For an arithmetic circuit C over a finite field F of size |F| > 2%, where
K is the security parameter, and for all "T’l < t < n — 1, there exists an information-theoretic
MPC protocol in the preprocessing model which securely computes the arithmetic circuit C' in
the presence of a fully malicious adversary controlling up to t parties. The cost of the protocol
is O(|C| - n?/k?) elements of preprocessing data, and O(|C| - n/k) elements of communica-
tion where k = "_Tt“ is the packing parameter. For the case where k = O(n), the achieved
communication complexity in the online phase is O(1) elements per gate.

Moreover, we also propose an alternative solution to achieve the same results for small finite
fields of size |F| > 2n based on the Hall’s Marriage Theorem in the graph theory, which may be
of independent interest. See more details in Chapter[10.2.4]and Chapter[13]

9.2 Related Works

Sharing Transformation and Sharing Conversion. In this work, we study the problem of
sharing transformation, where we want to transform the shares of one or multiple secrets under
one secret sharing scheme into shares of another secret sharing scheme and apply a function on
the secrets. In particular, we require the two secret sharing schemes as well as the function to be
linear in the same finite commutative ring.

On the other hand, a line of works [3} 15132} 133),47, 158,161} 163] study the problem of sharing
conversion where they focus on the identity function (i.e., keep the secret unchanged) but two
secret sharing schemes that are not in the same finite commutative ring, e.g., converting a secret
sharing in the binary field to a secret sharing in a prime field. The problem of sharing conversion
appears to be much difficult than the problem of sharing transformation since we need to handle
two different rings or fields. In particular, our technique does not work for the problem of sharing
conversion.

Sharing Transformation via Pseudo-Random Secret Sharing [12]. The work [12] also stud-
ies the problem of sharing transformation relying on the technique of PRSS (Pseudo-Random
Secret Sharing) initially studied in [26]. At a high level, the idea is to first prepare replicated
secret sharings and then transform them to correlated random packed Shamir sharings, which are
used for sharing transformations.

The main advantage of this approach is that, after some initial setup, replicated secret shar-
ings can be prepared without interaction relying on pseudo-random generators. Relying on this
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technique, the work [12] can realize network routing, a key step of using the packed secret shar-
ing technique in MPC, with no extra cost.

However, both the communication complexity for the setup and the computation complexity
for generating each replicated secret sharing grows exponentially with the number of corrupted
parties. It restricts the technique in [[12]] to be only practical for a small constant number of
parties.

Information-Theoretic MPC with Dishonest Majority. In [30], Damgérd et al. introduced
the well-known protocol SPDZ in the all-but-one corruption setting, i.e., the number of cor-
rupted parties is ¢ = n — 1. The online phase of SPDZ is information-theoretic and therefore
can be viewed as an information-theoretic protocol in the preprocessing model. The cost of the
SPDZ protocol is O(n) elements of preprocessing data and O(n) elements of communication per
multiplication gate among all parties. Also in the all-but-one corruption setting, a recent break-
through [25]] shows that information-theoretic protocols in the preprocessing model are possible
to achieve with sublinear communication complexity in the circuit size at a cost of a large amount
of preprocessing data. Concretely, Couteau presents an MPC protocol for layered circuits in the
preprocessing model, which achieves communication complexity of O(n - |C|/logloglog |C|)
elements, at the cost of O(|C|?/logloglog|C|) elements of preprocessing data. We note that,
however, the communication complexity of the protocol in [23] is still linear in the number of
parties and the protocol is impractical for a large circuit due to the amount of preprocessing data.
In fact, Ishai et al. [S1] showed that it is possible to achieve a communication complexity that
is only linear in the input size and independent of the circuit size at the cost of an exponential
amount of preprocessing data in the input size.

Compared with [25) 130]], we focus on a general corruption threshold where the number of
corrupted parties t = (1 — ¢€) - n for a positive constant €. Our protocol achieves the cost of
O(1) elements of preprocessing data and O(1) elements of communication per gate among all
parties. One advantage of our protocol is that one may trade the corruption threshold with the
real speed-up in the protocol, which is otherwise not possible in [25, 30].

We note that a folklore solution in our setting is to choose a random small committee and then
evaluate the circuit among parties in the small committee. Since there are € - n honest parties,
if each time we add a random party into the committee, the probability of selecting an honest
party is €. Let s be the security parameter. To ensure that with probability 1 — 27", there is at
least one honest party in the committee, the size of the committee should be at least O(k). If
parties in the selected committee run the protocol in [30], the achieved cost is O(k) elements
of preprocessing data and O(k) elements of communication per gate among all parties, which
is k times of the cost of our construction. If parties run the protocol in [23], the achieved cost
is O(|C|/ logloglog |C|) elements of preprocessing data and O(k/(¢ - logloglog |C])) elements
of communication per gate among all parties. Note that, however, the circuit size is bounded by
a polynomial of the security parameter ~, which means the term log log log |C'| is much smaller
than . Therefore, no matter which protocols are used in the folklore solution, our protocol is
always o(k) times faster.
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Instantiation of Beaver Triples in the Preprocessing Phase. A line of works focus on gen-
erating the preprocessed data (i.e., Beaver triples) for SPDZ-style protocols based on various
cryptographic assumptions. For example, the works [30} 54] use somewhat homomorphic en-
cryption schemes and achieve O(n?) communication per Beaver triple. The work [53] uses OT
and also achieves O(n?) communication per Beaver triple. A recent breakthrough by Boyle, et
al [[14] (with a concrete efficient instantiation in [[16]) shows that it is possible to achieve a sub-
linear communication complexity in the number of Beaver triples based on the assumption of
LWE or Ring-LPN.

On the other hand, our construction requires to prepare packed Beaver triples in the pre-
processing phase. We leave the question of extending the techniques in [14, 16} 30, |53} 54] to
prepare packed Beaver triples to future works.

Information-Theoretic MPC with Strong Honest Majority. In the setting of strong honest
majority setting where the number of corrupted parties t = (1/2 — ¢) - n for a positive constant €,
a rich line of works [7, [12} 29} 139, 141} 146, 52] makes use of the packed secret sharing technique
to construct efficient multiparty computation protocols. In particular, the recent work [46] gives
the first information-theoretic MPC protocol in this setting which achieves O(1) communication
complexity per gate among all parties.

Communication Complexity versus Computation Complexity. In the dishonest majority
setting with corruption threshold ¢ = (1 — €) - n for a positive constant ¢, our work achieves
O(|C1) total amount of preprocessing data and online communication. However, our construc-
tion has online computation complexity O(|C| - n), which grows linearly with the number of
parties. The linear computation complexity is due to the network routing: when all parties col-
lect secrets from multiple packed sharings, the computation complexity grows linearly with the
number of different packed sharings. It means that our use of packed secret sharing does not
help reduce the computation complexity. Also, our sharing transformation protocol requires lin-
ear computation complexity due to a similar reason.

In the strong honest majority setting, the work [29] achieves sublinear communication (but
with a log |C'| factor compared with our work) and computation complexity in the number of
parties. We may achieve a similar result in our setting by the following potential approaches:

e We may directly extend the network routing protocol in [29] to our setting.

At a high level, the work [29] transforms a general circuit to a SIMD circuit by using
the Bene§ network so that only a limited number of different sharing transformations is
required to perform. The transformation increases the circuit size by a log |C/| factor. The
use of BenesS network has two advantages:

1. First, after the transformation, the computation only requires to perform a limited
number of different sharing transformations. Therefore, the generic approach of do-
ing sharing transformation (which is only efficient when the same transformation is
performed multiple times) suffices.

2. Second, there is no need to do network routing for a SIMD circuit (except the inserted
sharing transformations due to the use of BeneS§ network).

94



These two advantages allow them to also achieve sublinear computation complexity.

In our setting, we may apply the same circuit transformation, use the generic approach for
sharing transformations, and then use our protocol to evaluate the circuit.

e We may combine the technique of party virtualization [19] and the protocol in [29] as
follows:

= We first randomly select N random constant size committees. Each committee simu-
lates one virtual party by using a maximal threshold dishonest majority protocol that
has linear overhead in the circuit size (such as the SPDZ protocol). Note that if a
committee contains at least one honest party, the corresponding virtual party behaves
honestly. By carefully adjusting the size of the committee and the number of commit-
tees, we may ensure that with overwhelming probability, over 2/3 of virtual parties
are honest.

* Then the /V virtual parties run the protocol in [29], which achieves sublinear commu-
nication and computation complexity in the number of virtual parties.

Now we analyze the computation complexity of the above approach. Note that the circuit

for simulating a virtual party is proportional to the computation complexity of this party.

Since each virtual party is simulated by a constant size committee, the simulation of a

virtual party only increases the computation complexity by a constant factor. Therefore

the achieved computation complexity remains sublinear in the number of parties. (Note

that the communication complexity is always smaller than the computation complexity.)
We leave the formal descriptions and verifications of the above two approaches to future

works.

95



96



Chapter 10

Technical Overview

In this chapter, we give an overview of our techniques. We use bold letters to represent vectors.

Reducing Sharing Transformation to Random Sharing Preparation. Usually, sharing trans-
formation is solved by using a pair of random sharings (R, R’) such that R is a random Y-sharing
and R’ is a random -sharing which satisfies that the secret of R’ is equal to the result of apply-
ing f on the secret of R, where f is the desired linear map. Then all parties can run the following
steps to efficiently transform X to Y.

1. All parties locally compute X + R and send their shares to the first party P;.

2. P reconstructs the secret of X + R, denoted by w. Then P, computes f(w) and generates
a Y.'-sharing of f(w), denoted by W. Finally, P, distributes the shares of W to all parties.

3. All parties locally compute Y = W — R/.
If we use rec, rec’ to denote the reconstruction maps of X and X/ (which are linear by definition)
respectively, the correctness follows from that

rec(Y) =rec' (W)—rec (R') = f(w)—f(rec(R)) = f(rec(X+R)—rec(R)) = f(rec(X)).

And the security follows from the fact that X + R is a random X-sharing and thus reveals no
information about the secret of X. Therefore, the problem of sharing transformation is reduced
to preparing a pair of random sharings (R, R'). Let ¥ = X(3,Y, f) be the secret sharing
scheme which satisfies that a i-sharing of a secret & consists of X which is a Y.-sharing of x,
and Y which is a ¥'-sharing of f(x). Then, the goal becomes to prepare a random X-sharing.
The generic approach of preparing random sharings of a linear secret sharing scheme over I
is as follows:
1. Each party P, first samples a random sharing R; and distributes the shares to all other
parties.

2. All parties use a linear randomness extractor over [ to extract a batch of random shar-
ings such that they remain uniformly random even given the random sharings sampled by
corrupted parties. For a large finite field, we can use the transpose of a Vandermonde ma-
trix [28]] as a linear randomness extractor. The use of a randomness extractor is to reduce
the communication complexity per random sharing. Alternatively, we can simply add all
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random sharings { R;}”_; and output a single random sharing, which results in quadratic

communication complexity in the number of parties.
If ¢ is the number of corrupted parties, all parties can extract n — ¢ random sharings when using a
large finite field. Then, the amortized communication cost per sharing is n?/(n—t) field elements
(assuming each share is a single field element). When n — ¢t = O(n), e.g., the honest majority
setting, the amortized cost becomes n?/(n —t) = O(n), which is generally good enough since it
matches the communication complexity of delivering a random sharing by a trusted party, which
seems like the best we can hope, up to a constant factor.

Thus when we need to prepare many random sharings for the same linear secret sharing
scheme, the generic approach is already good enough. And in particular, it is good enough
for random X.-sharings which are used for the same sharing transformation defined by > =
Z(E Y. f), since X is also a linear secret sharing scheme. This is exactly the case when we need
to do degree reduction in [9, 28] and change the encoding of the secrets in [21, 27, 162]. However,
it is a different story if we need to prepare random sharings for different linear secret sharing
schemes: If only a constant number of random sharings are needed for each linear secret sharing
scheme, the amortized cost per sharing becomes O(n?) field elements. This is exactly the case
when we need to perform permutation on the secrets of a packed secret sharing in [[7, 29, [39].
In their setting, the permutations are determined by the circuit structure. In particular, these
permutations can all be distinct in the worst case. As a result, the cost of preparing random
sharings becomes the dominating term in the communication complexity in the MPC protocols.
To avoid it, previous works either restrict the number of different secret sharing schemes they
need to prepare random sharings for [29,139] or restrict the types of circuits [7].

This leads to the following fundamental question: Can we prepare random sharings (used
for sharing transformations) for different linear secret sharing schemes with amortized commu-
nication complexity O(n)?

10.1 Preparing Random Sharings for Different Linear Secret
Sharing Schemes

To better expose our idea, we focus on a large finite field . In the following, we use n for the
number of parties, and ¢ for the number of corrupted parties. We assume semi-honest security in
the technical overview.

Linear Secret Sharing Scheme over [F. For a linear secret sharing scheme Y over [, we use
Z = F* to denote the secret space. k is also referred to as the secret size of ¥. For simplicity,
we focus on the linear secret sharing schemes that have share size 1 (i.e., each share is a single
field element even though the secret is a vector of k elements). Let share : Z x F™ — F" be
the deterministic sharing map which takes as input a secret « and 7 random field elements, and
outputs a Y-sharing of &. We focus on linear secret sharing schemes whose sharing maps are
injective, which implies that k+7 < n. Let rec : F* — Z be the reconstruction map which
takes as input a Y-sharing and outputs the secret of the input sharing. As discussed above, we
have shown that preparing many random sharings for the same linear secret sharing scheme can
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be efficiently achieved.

We use the standard Shamir secret sharing scheme over [, and use [z]; to denote a degree-t
Shamir sharing of . A degree-t Shamir sharing requires ¢ 4+ 1 shares to reconstruct the secret.
And any ¢ shares of a degree-¢t Shamir sharing are independent of the secret.

10.1.1 Starting Point - Preparing a Random Sharing for a Single Linear
Secret Sharing Scheme

Let > be an arbitrary linear secret sharing scheme. Although we have already shown how to
prepare a random sharing for a single linear secret sharing scheme X, we consider the following
process which is easy to be extended (discussed later).
1. All parties prepare k + 7 random degree-t Shamir sharings. Let 7 be the secrets of the first
k sharings, and p be the secrets of the last 7 sharings. Our goal is to compute a random
Y.-sharing of 7 with random tape p, i.e., share(T, p).

2. Since share is F-linear, for all j € {1,2,...,n}, the j-th share of share(r, p) is a linear
combination of the values in 7 and p. Thus, all parties can locally compute a degree-t
Shamir sharing of the j-th share of share(7, p) by using the degree-t Shamir sharings of
the values in 7 and p prepared in Step 1 and applying linear combinations on their local
shares. Let [X]; denote the resulting sharing.

3. Forall j € {1,2,...,n}, all parties send their shares of [X,]; to P; to let P; reconstruct
X;. All parties take X = (X3,..., X,,) as output.
Note that 7 and p are all uniform field elements, and X = share(T, p). Therefore, the output
X is arandom >:-sharing.

We note that this approach requires to prepare k47 = O(n) random degree-t Shamir sharings
and communicate n? field elements in order to prepare a random Y-sharing, which is far from
O(n). To improve the efficiency, we try to prepare random sharings for a batch of (potentially
different) secret sharing schemes each time.

10.1.2 Preparing Random Sharings for a Batch of Different Linear Secret
Sharing Schemes

We note that the above vanilla process can be viewed as all parties securely evaluating a circuit
for the sharing map share of Y. In particular, (1) the circuit only involves linear operations, and
(2) circuits for different secret sharing schemes (i.e., share;, shares, ..., sharey;) all satisfy that
each output value is a linear combination of all input values with different coefficients. When
we want to prepare random sharings for a batch of different secret sharing schemes, the joint
circuit is very similar to a SIMD circuit (which is a circuit that contains many copies of the same
sub-circuit). The only difference is that, in our case, each sub-circuit corresponds to a different
secret sharing scheme, and therefore the coefficients used in different sub-circuits are distinct.
On the other hand, a SIMD circuit would use the same coefficients in all sub-circuits. Thus, it
motivates us to explore the packed secret-sharing technique in [34], which is originally used to
evaluate a SIMD circuit.
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Starting Idea. Suppose X, Y, ..., Y are k arbitrary linear secret sharing schemes (Recall
that we want to prepare random sharings for different sharing transformations, and every different
sharing transformation requires to prepare a random sharing of a different secret sharing scheme).
We assume that they all have share size 1 (i.e., each share is a single field element) for simplicity.
We consider to use a packed secret sharing scheme that can store k& secrets in each sharing. Our
attempt is as follows:
1. All parties first prepare n random packed secret sharings (Our construction will use the
packed Shamir secret sharings introduced below). The secrets are denoted by 1,75, ..., 7,
where each secret r; is a vector of k random elements in F.

2. Forall i € {1,2,...,k}, we want to use the i-th values of all secret vectors to prepare a
random sharing of ¥;. With more details, suppose ¥; has secret space Z; = F*:, and the
sharing map of ¥; is share; : Z; x F"* — F". Consider the vector (714,79, - - -, 7n)

which contains the i-th values of all secret vectors. We plan to use the first k; values as
the secret 7;, and the next 7; values as the random tape p;. Recall that we require share;
to be injective. We have l;;z- + 7; < n. Therefore, there are enough values for 7; and p;.
The goal is to compute a random 2;-sharing X; of the secret ; with random tape p;, i.e.,
X, = share;(7;, pi).

3. For each party P}, let u; denote the j-th shares of X, ..., X};. We want to use the packed
secret sharings of 7y, ..., 7, to compute a single packed secret sharing of u;.

4. After obtaining a packed secret sharing of u;, we can reconstruct the sharing to P; so that
he learns the j-th share of each of X, ..., X}. Thus, we start with n packed secret shar-
ings (of ry, ..., r,) of the same secret sharing scheme and end with & sharings X7, ..., X
of k potentially different secret sharing schemes.

Clearly, the main question is how to realize Step 3. We observe that, since >.; is a linear secret
sharing scheme, the j-th share of X can be written as a linear combination of the values in 7;
and p;. Therefore, the j-th share of X is a linear combination of the values (1,72, ..., 7n;).
Since it holds for all i € {1,2,..., k}, there exists constant vectors ¢y, .. ., ¢, € F¥ such that

U; ' =C1*xT1+ ...+ Cpy*xTy,

where * denotes the coordinate-wise multiplication operation. Thus, what we need is a packed
secret sharing scheme that supports efficient coordinate-wise multiplication with a constant vec-
tor. We note that the packed Shamir secret sharing scheme fits our need as we show next.

Packed Shamir Secret Sharing Scheme and Multiplication-Friendliness. The packed Shamir
secret sharing scheme [34] is a natural generalization of the standard Shamir secret sharing
scheme [64]. It allows to secret-share a batch of secrets within a single Shamir sharing. For a
vector ¢ € F¥, we use [x], to denote a degree-d packed Shamir sharing, where k—1 < d < n—1.
It requires d+ 1 shares to reconstruct the whole sharing, and any d — k + 1 shares are independent
of the secrets. The packed Shamir secret sharing scheme has the following nice properties:

e Linear Homomorphism: Foralld > k — 1 and =,y € F*, [z + y];s = [z]s + [y]a-

e Multiplicative: For all di,d, > k — 1 subject to d; + dy < n, and for all ,y € F¥,
[ * Y|dy+dy = [@]a, - [Y]d» Where the multiplications are performed on the corresponding
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shares.

Note that when d < n — k, all parties can locally multiply a public vector ¢ € F* with a
degree-d packed Shamir sharing [x],:

1. All parties first locally compute a degree-(k — 1) packed Shamir sharing of ¢, denoted by

[c]ix—1. Note that for a degree-(k — 1) packed Shamir sharing, all shares are determined by
the secret c.

2. All parties then locally compute [c * x,,—1 = [c|x—1 - [€]—k-

We simply write [c * x],,_1 = ¢ [x],_x to denote the above process. We refer to this property as
multiplication-friendliness.

To make sure that the packed Shamir secret sharing scheme is secure against ¢ corrupted
parties, we also require d >t +k — 1. Whend = n — kand k = (n — t + 1)/2, the degree-
(n — k) packed Shamir secret sharing scheme is both multiplication-friendly and secure against
t corrupted parties.

Observe that when we use the degree-(n — k) packed Shamir secret sharing scheme in our
attempt, all parties can locally compute a degree-(n — 1) packed Shamir sharing of u; by

[Wjln1 =c€1- [P1]n—k+ ...+ Cn [Toln—ks

which solves the problem.

Summary of Our Construction. In summary, all parties run the following steps to prepare
random sharings for £ different linear secret sharing schemes 31, 3o, . .., 2.

1. Prepare Packed Shamir Sharings: All parties prepare n random degree-(n — k) packed

Shamir sharings, denoted by [71],_, - - -, [Pn]n_k-
2. Use Packed Secrets as Randomness for Target LSSS: For all i € {1,2,...,k}, let 7, =
(714, - - 7Tl?:i,i> and p; = (Téﬁl,i? . ,r,;#fm). Let X; = share;(7;, p;).

3. Compute a Single Packed Shamir Sharing for All j-th Shares of Target LSSS via Local Op-
erations: Forall j € {1,2,...,n}, letu; be the j-th shares of (X7, ..., X}). All parties lo-
cally compute a degree-(n — 1) packed Shamir sharing of w; by using [71],—x, - - . , [Tn]n—k-
The resulting sharing is denoted by [u;],,—1.

4. Reconstruct the Single Packed Shamir Sharing of All j-th Shares to P;: For all j €
{1,2,...,n}, all parties reconstruct the sharing |[u;],—1 to P; to let him learn u; =

(ug.l), . ,ug.k)). Then all parties take { X; = (ugi), . ,ugf))}le as output.

We note that in Step 4, [u;],,—; is not a random degree-(n — 1) packed Shamir sharing of
w;. Directly sending the shares of [u;],,—1 to P; may leak the information about honest parties’
shares. To solve it, all parties also prepare n random degree-(n — 1) packed Shamir sharings of
0 € F*, denoted by [01],—1,- . ,[0n]n_1. Then all parties use [0;],,_1 to refresh the shares of
[w;],—1 by computing [w;],—1 := [u;],—1 + [0;]n—1. Now [u;],—; is a random degree-(n — 1)
packed Shamir sharing of ;. All parties send their shares of [u;],,—1 to P; to let him reconstruct
u;.
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Communication Complexity. Thus, to prepare random sharings for £ linear secret sharing
schemes, our construction requires to prepare n random degree-(n — k) packed Shamir sharings
and n random degree-(n — 1) packed Shamir sharings of 0 € F*. And the communication
complexity is n? field elements. On average, each random sharing costs 2n/k packed Shamir
sharings and n?/k elements of communication. When we use the generic approach to prepare
random packed Shamir sharings, the total communication complexity per random sharing is
O(n?/k) elements.

Recall that k = (n—t+1)/2. Whent = (1—e¢)-n for a positive constant ¢, the communication
complexity per random sharing is O(n) elements, which matches the communication complexity
of delivering a random sharing by a trusted party up to a constant factor. In Chapter |11} we show
that our technique works for any share size ¢ (with an increase in the communication complexity
by a factor /), and is naturally extended to any finite fields and rings Z/p‘Z.

Efficient Sharing Transformation. Recall that in the problem of sharing transformation, all
parties start with holding a sharing X of a linear secret sharing scheme .. They want to compute
a sharing Y of another linear secret sharing scheme Y such that the secret of Y is a linear map
of the secret of X.

As we discussed above, sharing transformation can be achieved efficiently with the help of
a pair of random sharings (R, R') such that R is a random Y-sharing and R’ is a random >'-
sharing which satisfies that the secret of R’ is equal to the result of applying the desired linear
map on the secret of R. A key insight is that (R, R') can just be seen as a linear secret sharing
on its own. With our technique of preparing random sharings for different linear secret sharing
schemes, we can efficiently prepare a pair of random sharings (R, R'), allowing efficient sharing
transformation from X to Y.

When ¢t = (1 —¢)-n for a positive constant €, each sharing transformation only requires O(n)
field elements of communication.

10.2 Application: MPC via Packed Shamir Secret Sharing
Schemes

In this section, we show that our technique for sharing transformation allows us to design an ef-
ficient MPC protocol via packed Shamir secret sharing schemes. We focus on the dishonest ma-
jority setting and information-theoretic setting in the circuit-independent preprocessing model.
In the preprocessing model, all parties receive correlated randomness from a trusted party before
the computation. The preprocessing model enables the possibility of an information-theoretic
protocol in the dishonest majority setting, which otherwise cannot exist in the plain model. The
cost of a protocol in the preprocessing model is measured by both the amount of preprocess-
ing data prepared in the preprocessing phase and the amount of communication in the online
phase [18, 25]].

Let n be the number of parties, and ¢ be the number of corrupted parties. For any positive con-
stant €, we show that there is an information-theoretic MPC protocol in the circuit-independent
preprocessing model with semi-honest security (or malicious security) that computes an arith-
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metic circuit C' over a large finite field IF (with |F| > |C| + n) against t = (1 — €) - n corrupted
parties with O(|C'|) field elements of preprocessing data and O(|C|) field elements of communi-
cation.

Later on, we will propose an alternative solution for small finite fields of size |F| > 2n in

Chapter[10.2.4]

Review the Packed Shamir Secret Sharing Scheme. We recall the notion of the packed

Shamir secret sharing scheme. Let a, . . . , i, be n distinct elements in IF and pos = (p1, pa, - . ., D)
be another £ distinct elements in F. A degree-d (d > k — 1) packed Shamir sharing of x =
(z1,...,2,) € F*is a vector (wy,...,w,) for which there exists a polynomial f(-) € F[X]

of degree at most d such that f(p;) = x; for all i € {1,2,...,k}, and f(a;) = w; for all
i € {1,2,...,n}. The i-th share w; is held by party P;.

In our protocol, we will always use the same elements «a, ..., «, for the positions of the
shares of all parties. However, we may use different elements pos for the secrets. We will use
[x||pos], to denote a degree-d packed Shamir sharing of = € F* stored at positions pos. Let
B = (A, ..., Px) be distinct field elements in [F that are different from «, . .., a,,. We will use
(3 as the default positions for the secrets, and simply write [x]|; = [x]|3]4-

Recall that ¢ is the number of corrupted parties. Let k = (n —t+1)/2and d = n — k. As we
have shown in Chapter all parties can locally multiply a public vector with a degree-(n — k)
packed Shamir sharing, and a degree-(n — k) packed Shamir sharing is secure against ¢ corrupted
parties.

An Overview of Our Construction. At a high-level,
1. All parties start with sharing their input values by using packed Shamir sharings.

2. In each layer, addition gates and multiplication gates are divided into groups of size k.
Each time we will evaluate a group of k gates:

(a) For each group of k gates, all parties prepare two packed Shamir sharings, one for
the first inputs of all gates, and the other one for the second inputs of all gates. Note
that the secrets we want to be in a single sharing can be scattered in different output
sharings from previous layers. This step is referred to as network routing.

(b) After preparing the two input sharings, all parties evaluate these k gates. Addition
gates can be locally computed since the packed Shamir secret sharing scheme is lin-
early homomorphic. For multiplication gates, we extend the technique of Beaver
triples [3]] to our setting, which we refer to as packed Beaver triples. All parties need
to prepare packed Beaver triples in the preprocessing phase.

3. After evaluating the whole circuit, all parties reconstruct the sharings they hold to the
parties who should receive the result.

Sparsely Packed Shamir Sharings. Our idea is to use a different position to store the output
value of each gate. Recall that [F| > |C| + n. Let 31, 32, . .., Bj¢| be |C| distinct field elements
that are different from a4, o, . .., a,,. (Recall that we have already defined 3 = (5, ..., Bk),
which are used as the default positions for a packed Shamir sharing.) We associate the field
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element (3; with the i-th gate in C'. We will use [3; as the position to store the output value of the
i-th gate in a degree-(n — k) packed Shamir sharing (see an example below).

Concretely, for each group of k gates, all parties will compute a degree-(n — k) packed
Shamir sharing such that the results are stored at the positions associated with these k gates
respectively. For example, when £ = 3, for a batch of 3 gates which are associated with the
positions f31, (3, B¢ respectively, all parties will compute a degree-(n — k) packed Shamir sharing
[(21, 23, 26) || (B1, B3, 6 ) |n—s for this batch of gates, where 21, 23, z¢ are the output wires of these
3 gates.

10.2.1 Network Routing

In each intermediate layer, for every group of k gates, suppose x are the first inputs of these &
gates, and y are the second inputs of these k gates. All parties will prepare two degree-(n — k)
packed Shamir sharings [x|, , and [y],_ stored at the default positions using the following
approach. The reason of choosing the default positions is to use the packed Beaver triples, which
use the default positions since the preprocessing phase is circuit-independent (discussed later).
We focus on how to obtain [x],,_.

Let x = (x1, 29, ..., xy). For simplicity, we assume that 1, x5, . . ., ¥} are output wires from
k distinct gates. Later on, we will show how to handle the scenario where the same output wire
is used multiple times by using fan-out operations. Since we use a different position to store
the output of each gate, the positions of these k gates are all different. Let py,...,p; denote
the positions of these k gates and pos = (py, ..., pr). We first show that all parties can locally
compute a degree-(n — 1) packed Shamir sharing [x||pos],_1.

Selecting the Correct Secrets. For all i € {1,2,...,k}, let [ |pos?],_, be the degree-
(n — k) packed Shamir sharing that contains the secret x; at position p; from some previous
layer. Let e; be the i-th unit vector in F* (i.e., only the i-th term is 1 and all other terms are 0).
All parties locally compute a degree-(k — 1) packed Shamir sharing [e;||pos];_1. Consider the
following degree-(n — 1) packed Shamir sharing:

[eillpos]i—1 - [=1 [[pos™],—y.

We claim that, the resulting sharing satisfies that the value stored at position p; is x; and the
values stored at other positions in pos are all 0. To see this, recall that each packed Shamir
sharing corresponds to a polynomial. Let f be the polynomial corresponding to [e;||pos]x_1,
and g be the polynomial corresponding to [x(?||pos”],_x. Then f satisfies that f(p;) = 1
and f(p;) = 0 for all j # ¢, and g satisfies that g(p;) = x;. Note that h = f - g is the
polynomial corresponding to the resulting sharing [e;||pos];_; - [£||pos],,_x, which satisfies
that h(p;) = f(pi) - 9(pi) = 1- 2 = i, and h(p;) = f(p;) - 9(p;) = 0 g(p;) = 0 forall j # .
Thus, the resulting sharing has value z; in the position p; and 0 in all other positions in pos.
Effectively, we select the secret z; from [ ||pos?],_;, at position p; and zero-out the values
stored at other positions in pos.
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Getting all Secrets into a Single Packed Shamir Sharing. Thus, for the following degree-
(n — 1) packed Shamir sharing

k
> _leillposli—i - [ [pos™], s,

i=1

it has value z; stored in the position p; for all ¢ € {1,2,...,k}, which means that it is a
degree-(n — 1) packed Shamir sharing [x||pos],_1. Therefore, all parties can locally compute

[z][pos],—1 = i, [eillpos]i-i - [21||pos @],

Applying Sharing Transformation. Finally, to obtain [x],_r = [z||3]._k, all parties only
need to do a sharing transformation from [x||pos],_; to [x],_x. Relying on our technique for
sharing transformation, we can achieve this step with O(n) field elements of communication.
Therefore, our protocol for network routing only requires a local computation for [x||pos],—;
and an efficient sharing transformation for [x],,—; with O(n) field elements of communication.

Handling Fan-out Operations. The above solution only works when all the wire values of «
come from different gates. In a general case, £ may contain many wire values from the same
gate. We modify the above protocol as follows:

1. Suppose 77, ..., ), are the different values in . Let ' = (/,...,},,0,...,0) € F*.
Foralli € {1,2,...,k}, let p; be the position associated with the gate that outputs ;. We
choose py/41, ..., px to be the first (k — &) unused positions and set pos = (p1, ..., k).
Then, all parties follow a similar approach to locally compute a degree-(n — 1) packed
Shamir sharing of [x'||pos],_1.

2. Note that =’ contains all different values in . Thus, there is a linear map f : F¥ — F*
such that « = f(«'). Therefore, relying on our technique for sharing transformation, all
parties transform [2’||pos],,_1 to [x], .

The communication complexity remains O(n) field elements.

10.2.2 Evaluating Multiplication Gates Using Packed Beaver Triples

For a group of k& multiplication gates, suppose all parties have prepared two degree-(n—k) packed
Shamir sharings [x],,—x and [y],—. Let pos be the positions associated with these & gates. The
goal is to compute a degree-(n — k) packed Shamir sharing of & * y stored at positions pos. To
this end, we extend the technique of Beaver triples [3] to our setting, which we refer to as packed
Beaver triples. We make use of a random packed Beaver triple ([a],—k, [b]n—k, [€]n—k), Where
a, b are random vectors in F* and ¢ = a * b. All parties run the following steps:

1. All parties locally compute [ +a),_ = [®],_r+[a],—r and [y+b],_x = [Y]n_k+[0]1_k-

2. The first party P; collects the whole sharings [« + a],_x, [y + b],,_x and reconstructs the
secrets « + a,y + b. Recall that & = (z4,..., ;) and @ = (ay, ..., a;) are vectors in
F*, and x + a = (z1 + a1,..., 2 + ag). Similarly, y +b = (y1 +b1,...,yx + bp). P
computes the sharings [« + al_1, [y + b]x—1 and distributes the shares to other parties.
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3. All parties locally compute
[2]n—1 =[x + afe1 - [y + ble—1 — [& + alp—1 - [Blun—r — [y + bli—1 - [@]n—k + [C|nr-

Here the resulting sharing [z],,_; has degree n — 1 due to the second term and the third
term.

4. Finally, all parties transform the sharing [z],,_; to [z||pos],_. Relying on our technique
of sharing transformation, this can be done with O(n) field elements of communication.

Note that in the above steps, all parties only reveal [« + al,,_x and [y + b|,,_ to P;. Recall that
[al],,_k and [b],,_, are random degree-(n — k) packed Shamir sharings. Therefore, [x + al,,_; and
[y + b],,_ are also random degree-(n — k) packed Shamir sharings, which leak no information
about x and y to P;. Thus, the security follows.

Therefore, to evaluate a group of k& multiplication gates, all parties need to prepare a ran-
dom packed Beaver triple ([a],—k, [b]n—k, [€]n—k), Which is of size O(n) field elements. The
communication complexity is O(n) field elements.

10.2.3 Summary

In summary, our protocol works as follows. All parties first prepare enough packed Beaver
triples stored at the default positions in the preprocessing phase. Then in the online phase,
all parties evaluate the circuit layer by layer. For each layer, all parties first use the protocol
for network routing to prepare degree-(n — k) packed Shamir sharings for the inputs of this
layer. Then, for every group of addition gates, all parties can compute them locally due to
the linear homomorhpism of the packed Shamir secret sharing scheme. For every group of
multiplication gates, we use the technique of packed Beaver triple to evaluate these gates. In
particular, evaluating each group of multiplication gates will consume one fresh packed Beaver
triple prepared in the preprocessing phase.

When t = (1 — €) - n for a positive constant €, we have k = (n — ¢t + 1)/2 = O(n). For
the amount of preprocessing data, we need to prepare a packed Beaver triple for each group of k
multiplication gates. Thus, the amount of preprocessing data is bounded by O(‘% -n) = O0(|C|).
For the amount of communication, note that all parties need to communicate during the network
routing and the evaluation of multiplication gates. Both protocols require O(n) elements of
communication to process k secrets. Thus, the amount of communication complexity is also
bounded by O(1% - n) = O(|C)).

Therefore, we obtain an information-theoretic MPC protocol in the circuit-independent pre-
processing model with semi-honest security that computes an arithmetic circuit C' over a large
finite field F (with [F| > |C| 4 n) against t = (1 — €) - n corrupted parties with O(|C|) field
elements of preprocessing data and O(|C'|) field elements of communication.

10.2.4 An Alternative Approach for Network Routing

We note that the main reason of the use of a large finite field is due to the network routing: by
storing the output value of each gate in a different position, all parties can locally collect the
secrets they want and compute a single sharing for these secrets.
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Now suppose we always use the default positions for the packed Shamir sharings. In this
way, we only need the field size |F| > 2n. However, an immediate problem is that the secrets we
need to be in a single sharing may come from the same positions. On the other hand, if an input
sharing satisfies that its secrets come from different positions in the output sharings of previous
layers, we can prepare this input sharing as follows:

1. All parties first locally compute a degree-(n — 1) packed Shamir sharing such that it con-

tains all the secrets we need but the order may be incorrect.

2. To obtain the input sharing we need, all parties perform a permutation on the secrets of the

sharing that all parties have prepared in the first step.

To this end, we consider what we call the non-collision property stated in Property
Property 10.1 (Non-collision). For each input sharing of each layer, the secrets of this input
sharing come from different positions in the output sharings of previous layers.

Unfortunately, this property does not hold in general. A counterexample is that we need the
same secret twice in a single input sharing. Then these two secrets will always come from the
same position. To solve this problem, we require that

¢ every output wire of the input layer and all intermediate layers is used exactly once as an

input wire of a later layer (which may not be the next layer).
This requirement can be met by assuming that there is a fan-out gate right after each (input,
addition, or multiplication) gate that copies the output wire the number of times it is used in later
layers. We will discuss how to evaluate fan-out gates efficiently later. With this requirement,
there is a bijective map between the output wires (of the input layer and all intermediate layers)
and the input wires (of the output layer and all intermediate layers).

Note that only meeting this requirement is not enough: it is still possible that two secrets of a
single input sharing come from the same position but in two different output sharings. Our idea
is to perform a permutation on each output sharing to achieve the non-collision property.

Since every output wire from every layer is only used once as an input wire of another layer,

the number of output sharings in the circuit is the same as the number of input sharings in the
circuit. Let m denote the number of output packed Shamir sharings of the input layer and all
intermediate layers in the circuit. Then the number of input packed Shamir sharings of the
output layer and all intermediate layers is also m. We label all the output sharingsby 1,2,... ,m
and all the input sharings also by 1,2, ..., m. Consider a matrix N € {1,2,...,m}™** where
NN ; is the index of the input sharing that the j-th secret of the i-th output sharing wants to go
to. Then for all £ € {1,2,...,m}, there are exactly k entries of N which are equal to /. We will
prove the following theorem.
Theorem 10.1. Let m > 1,k > 1 be integers. Let N be a matrix of dimension m X k in
{1,2,...,m}™* such that for all { € {1,2,...,m}, the number of entries of N which are
equal to ( is k. Then, there exists m permutations py,ps, ..., pm over {1,2,... k} such that
after performing the permutation p; on the i-th row of N, the new matrix IN' satisfies that each
column of N' is a permutation over (1,2, ..., m). Furthermore, the permutations py, pa, . . ., Pm
can be found within polynomial time.

Jumping ahead, when we apply p; to the i-th output sharing for all i € {1,2,...,m}, The-
orem guarantees that for all j € {1,2,...,k} the j-th secrets of all output sharings want
to go to different input sharings. Note that this ensures the non-collision property. During the
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computation, we will perform the permutation p; on the ¢-th output sharing right after it is com-
puted. Note that when preparing an input sharing, the secrets we need only come from the output
sharings which have been computed. The secrets of these output sharings have been properly per-
muted such that the secrets we want are in different positions. With the non-collision property,
we can achieve the network routing by following a similar approach to that in Chapter

Evaluating Fan-Out Gates. We first model the problem as follows: given a degree-(n — k)
packed Shamir sharing [x],_ along with a vector (ni,ns,...,n;) € N¥, where n; > 1 is
the number of times that x; is used in later layers, the goal is to compute ™"2EE0e degree-
(n — k) packed Shamir sharings which contain n; copies of the value z; forall i € {1,2,... k}.
(For simplicity, we assume that n; + ng + ... 4+ ny is a multiple of k. We refer the readers to
Chapter for how we handle the edge case.) We first transform @ to m = MF2Ed0e vectors
xM 2@ 2™ in F* such that they contain n; copies of the value z; foralli € {1,2,..., k}.
All parties use the following algorithm to locally determine what values should be in each of these
m vectors.

1. All parties locally initiate an empty list L. From ¢ = 1 to k, all parties locally insert n;
times of z; into L.

2. From i = 1 to m, all parties locally set 2" to be the vector of the first k& elements in L,
and then remove these elements from L. In this way, all parties determine the values that
should be in the m vectors M, 2, ... x™).

For each ) € {z® £ . . 2™}, note that there is a linear map L/ that maps x to =¥,
To obtain [x?],,_;, from [x],_, all parties perform a sharing transformation to transform [x],,_;,
to [Li(x)]n_t-

Achieving Non-Collision Properties. We first show how to prove Theorem Let N be
the matrix in Theorem Our idea is to repeat the following steps:
1. In the ¢-th iteration, for each row of IV, we pick a value in the last £ — ¢ 4 1 entries of this
row (so that the first £ — 1 entries will not be chosen), such that the values we pick in all
rows form a permutation over {1,2,... ,m}.

2. For each row of IN, we swap the /-th entry with the value we picked in this row. In this
way, the /-th column of IV is a permutation over {1,2,...,m}.
Note that in each iteration, we switch two elements in each row. At the end of the above pro-
cess, we can compute the permutation for each row based on the elements we switched in each
iteration.

To make this idea work, we need to show that we can always find the values which form a
permutation over {1,2,...,m} in Step 1. We note that this problem has a close connection to
graph theory. We first introduce two basic notions.

e For a graph G = (V, E), we say G is a bipartite graph if there exists a partition (4, V3) of

V' such that all edges are between vertices in 1 and vertices in V5. Such a graph is denoted
by G = (V1,14 E).

e For a bipartite graph G = (V1, V5, F) where |V;| = |V4], a perfect matching is a subset
of edges £ € E which satisfies that each vertex in the sub-graph (V7, V5, £) has degree
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exactly 1.

Note that a permutation p over {1,2,...,m} corresponds to a perfect matching in a bipar-
tite graph: the set of vertices are V; = Vo, = {1,2,...,m}, and the set of edges are £ =
{(@, (i)}

We transform this problem to finding a perfect matching in a bipartite graph. We explain our
solution for the first iteration. Consider a graph G = (V4, V5, E) where Vi = V5 = {1,2,...,m}.
For each entry N, ;, there is an edge (i, N; ;) in E. Then picking a value in each row is equiv-
alent to picking an edge for each vertex in V;. The chosen values forming a permutation over
{1,2,...,m} is equivalent to the chosen edges forming a perfect matching in G.

We use Hall’s Marriage Theorem to prove the existence of a perfect matching.

Theorem 10.2 (Hall’s Marriage Theorem). For a bipartite graph (Vy, Vs, E) such that |V1| =
|Va|, there exists a perfect matching iff for all subset V| C Vi, the number of the neighbors of
vertices in V3 is at least |V |.

Hall’s Marriage Theorem is a well-known theorem in graph theory which has many applica-
tions in mathematics and computer science. It provides a necessary and sufficient condition of
the existence of a perfect matching in a bipartite graph. In addition, there are known efficient
polynomial-time algorithms to find a perfect matching in a bipartite graph, e.g. the Hopcroft-
Karp algorithm.

To prove the existence of a perfect matching, we show that the graph G satisfies the necessary
and sufficient condition in Hall’s Marriage Theorem. We say a bipartite graph G' = (V{, V), E’)
is d-regular if the degree of each vertex in V/|JV; is d. A well-known corollary of Hall’s
Marriage Theorem states that:

Corollary 10.1. There exists a perfect matching in a d-regular bipartite graph.

Therefore, it is sufficient to show that the graph G is a d-regular bipartite graph.

For all vertex ¢ € 1}, there is an edge (4, V; ;) in £ for each entry in the i-th row of IN.
Therefore, the degree of the vertex ¢ is k. For all vertex 5 € V5, the degree of j equals to the
number of entries in /N which equal to 7. Note that there are exactly k entries which equals to
j. Thus, the degree of the vertex j is k. Therefore G is a k-regular graph. By Corollary
there exists a perfect matching in GG. The same arguments work for other iterations. We refer the
readers to Chapter [13|for more details.

With Theorem the non-collision property can be achieved by performing a proper per-
mutation on the secrets of each output sharing. This can be done by using our sharing transfor-
mation protocol.

Summary. Thus, the alternative approach for the network routing is as follows:
1. First, after evaluating a group of k gates in the current layer, all parties evaluate fan-out
gates to copy each wire value the number of times that it will be used in the circuit.

2. Then, all parties perform a proper permutation on each output packed Shamir sharing of
the current layer to achieve the non-collision property.

3. After achieving the non-collision property, for each input packed Shamir sharing of the
next layer, all parties locally compute a packed Shamir sharing that contains the desired
secrets. This is done in a similar way to the approach in Chapter|10.2.1
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4. Finally, they permute the secrets to the correct order to continue the computation.
We note that the first two steps can be done by using a single sharing transformation per input
sharing since the composition of two linear maps is still a linear map.

10.2.5 Other Results

Malicious Security of the Online Protocol. To achieve malicious security, we extend the idea
of using information-theoretic MACs introduced in [[L1, 30] to authenticate packed Shamir shar-
ings. Concretely, at the beginning of the computation, all parties will prepare a random degree-
(n — k) packed Shamir sharing [y],_, where v = (7,7,...,7) € F* and  is a random field
element. The secrets « serve as the MAC key. To authenticate the secrets of a degree-(n — k)
packed Shamir sharing [x],,_y, all parties will compute a degree-(n — k) packed Shamir sharing
[v * @],_r. We will show that almost all malicious behaviors of corrupted parties can be trans-
formed to additive attacks, i.e., adding errors to the secrets of degree-(n — k) packed Shamir
sharings.

Note that if the corrupted parties change the secrets x to  + &1, they also need to change
the secrets 7y * @ to v * & + 5 such that 4, = ~ * §;. However, since ~y is a uniform value in F,
the probability of a success attack is at most 1/|F|. When the field size is large enough, we can
detect such an attack with overwhelming probability. See more details in Chapter

Realizing Preprocessing in the Honest Majority Setting with Malicious Security. We then
focus on the malicious security in the standard honest majority setting where the number of cor-
rupted parties t = (n—1)/2. Our idea is to use an information-theoretic honest majority protocol
to prepare the preprocessing data and then use our maliciously secure protocol to evaluate the
circuit. Relying on our efficient multiplication protocol and efficient multiplication verification
protocol constructed in Part I, we obtain an information-theoretic n-party MPC protocol which
securely computes a single arithmetic circuit in the presence of a malicious adversary controlling
uptot = (n— 1)/2 parties with offline communication complexity O(|C|n) and online commu-
nication complexity O(|C|) among all parties. Note that the online communication is sublinear
in the number of parties. To the best of our knowledge, this is the first work that achieves sub-
linear online communication complexity in the number of parties in the information-theoretic
setting with honest majority. We refer the readers to Chapter [I5.2]for more details.
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Chapter 11

Preparing Random Sharings for Different
Arithmetic Secret Sharing Schemes

11.1 Arithmetic Secret Sharing Schemes

Let R be a finite commutative ring. In this work, we consider the following arithmetic secret
sharing schemes from [2] (with slight modifications).
Definition 11.1 (Arithmetic Secret Sharing Schemes). The syntax of an R-arithmetic secret shar-
ing scheme . consists of the following data:
o A set of partiesT = {1,...,n}.
e A secret space Z = RF. k is also denoted as the number of secrets packed within Y.
* A share space U = R'. ( is also denoted as the share size.
* A sharing space C' C UZ, where U* denotes the indexed Cartesian product [Le U
® Aninjective R-module homomorphism: share : Z XxR" — C, which maps a secret x € Z
and a random tape p € R’, to a sharing X € C. share is also denoted as the sharing
map of X..
e A surjective R-module homomorphism: rec : C' — Z, which takes as input a sharing
X € C and outputs a secret x € Z. rec is also denoted as the reconstruction map of 3.
The scheme X satisfies that for all x € Z and p € R", rec(share(x, p)) = x. We may refer to
Y as the 6-tuple (n, Z, U, C, share, rec).
For a non-empty set A C Z, the natural projection 74 maps a tuple u = (u;);cz € U” to the
tuple (u;)iea € U
Definition 11.2 (Privacy Set and Reconstruction Set). Suppose A C T is nonempty. We say A is
a privacy set if for all xy,x, € Z, and for all vector v € U*,

P;r[ﬂA(share(wo,p)) =] = P:)I[WA(share(wl,p)) = v].

We say A is a reconstruction set if there is an R-module homomorphism rec 4 : m4(C) — Z,
such that for all X € C,

rec(ma(X)) = rec(X).
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Intuitively, for a privacy set A, the shares of parties in A are independent of the secret. For a
reconstruction set A, the shares of parties in A fully determine the secret.

Threshold Linear Secret Sharing Schemes and Multiplication-friendly Property. In this
work, we are interested in threshold arithmetic secret sharing schemes. Concretely, for a positive
integer t < n, a threshold-¢ arithmetic secret sharing scheme satisfies that for all A C Z with
|A| <'t, Ais a privacy set.

We are interested in the following property.
Property 11.1 (Multiplication-Friendliness). We say > = (n,Z = R* U, C, share,rec) is
multiplication-friendly if there is an R-arithmetic secret sharing scheme ' = (n, Z = R*, U,
(', share’, rec’) and n functions {f; : R¥ x U — U’} such that for all ¢ € R* and for all
X edC,

o Y = (file,X1), fale, Xa), ..., fule, X)) is in C', i.e., a sharing in ¥'. We will use

Y = c- X to represent the computation process from cand X to'Y .

e rec/(Y) = c*xrec(X), where x is the coordinate-wise multiplication operation.

Intuitively, for a multiplication-friendly scheme 3, if all parties hold a Y.-sharing of a secret
x € Z and a public vector ¢ € RF, they can locally compute a ¥’-sharing of the secret ¢ * x,
where * denotes the coordinate-wise multiplication operation. We have the following lemma.
Lemma 11.1. If Y is a multiplication-friendly threshold-t R-arithmetic secret sharing scheme,

and Y. be the R-arithmetic secret sharing scheme defined in Property then Y has threshold
t.

Proof. We will prove that for all set A of ¢ parties, for all xy, x; € Z, and for all vector v’ €
U4,

Pr[ma(share'(xg, p')) = v'| = Pr[ra(share’(x, p')) = v].

o o

Since . has threshold ¢, for all v € U4, we have

ljlr[WA(share(azo,p)) =] = Ii)r[wA(share(azl,p)) = v].

Let 1 denote the vector (1,1,...,1) € Z and 0 denote the vector (0,0,...,0) € Z. Then, for all
’U’ c (U,)A,

Pr[ma(1-share(x, p)+share’(0, p')) = v'| = Pr[ra(1-share(x;, p)+share’(0,p")) = v'].
p.p PP

It is sufficient to show that, for all x € Z, 1 - share(x, p) + share’(0, p') is a random
¥'-sharing of x. Note that, 1 - share(x, p) is a ¥'-sharing of . Then there exists p” such that
share'(x, p”) = 1 - share(x, p). Thus 1 - share(x, p) + share’(0, p') = share/(x, p”) +
share’(0, p') = share/(x, p' + p”). The last step follows from the fact that share’ is an R-
module homomorphism. When p’ is uniformly random, p’ + p” is also uniformly random. Thus
share'(x, p' + p”) is a random >'-sharing of x. O
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11.2 Packed Shamir Secret Sharing Scheme

In our work, we are interested in the packed Shamir secret sharing scheme. We use the packed
secret-sharing technique introduced by Franklin and Yung [34]. This is a generalization of the
standard Shamir secret sharing scheme [64]. Let F be a finite field of size |F| > 2n. Let n be the
number of parties and k be the number of secrets that are packed in one sharing. Let a1, ..., a,
be n distinct elements in F and pos = (p1,pa, ..., px) be another k distinct elements in F. A
degree-d (d > k — 1) packed Shamir sharing of & = (z1,...,7;) € F¥ is a vector (wy, ..., w,)
for which there exists a polynomial f(-) € F[X] of degree at most d such that f(p;) = x; for all
i€ {1,2,...,k},and f(oy) = w; forall i € {1,2,...,n}. The i-th share w; is held by party
P;. Reconstructing a degree-d packed Shamir sharing requires d + 1 shares and can be done by
Lagrange interpolation. For a random degree-d packed Shamir sharing of «, any d — k + 1 shares
are independent of the secret .

In our work, we will always use the same elements «q, ..., «, for the shares of all parties.
However, we may use different elements pos for the secrets. We will use [x||pos], to denote a
degree-d packed Shamir sharing of € F* stored at positions pos. In the following, operations
(addition and multiplication) between two packed Shamir sharings are coordinate-wise. We
recall two properties of the packed Shamir sharing scheme:

e Linear Homomorphism: For all d > k — 1 and @,y € F*, [x + y||pos]s = [x|pos]s +

[y[lpos]a.
e Multiplicative: Let * denote the coordinate-wise multiplication operation. For all dy, dy >
k—1 subjectto d;+dy < n,and forall ¢,y € F*, [x*y||pos|4, 14, = [z|[pos]a, [y|lpos]s,-
These two properties directly follow from the computation of the underlying polynomials.

Note that the second property implies that, for all £ — 1 < d < n — k, a degree-d packed
Shamir secret sharing scheme is multiplication-friendly (defined in Property [IT.T). Concretely,
for all z, ¢ € F*, all parties can locally compute [c * x||pos]s x_1 from [z|/pos] and the public
vector c. To see this, all parties can locally transform c to a degree-(k — 1) packed Shamir sharing
[c||pos|k—1. Then, they can use the property of the packed Shamir sharing scheme to compute
¢ * ®||pos]aik—1 = [c]|pos]i— - [#([pos]a.

Recall that ¢ is the number of corrupted parties. Also recall that a degree-d packed Shamir
secret sharing scheme is of threshold d — £ + 1. To ensure that the packed Shamir secret sharing
scheme has threshold ¢ and is multiplication-friendly, we choose k such thatt < d — k + 1 and
d<n—k. Whend =n—kand k= (n—t+ 1)/2, both requirements hold and k is maximal.

11.3 Preparing Random Sharings for Different Arithmetic Se-
cret Sharing Schemes

In this part, we introduce our main contribution: an efficient protocol that prepares random

sharings for a batch of different arithmetic secret sharing schemes. Let R be a finite commutative

ring. Let IT = (n, Z , U , C , shareyy, recyy) be an R-arithmetic secret sharing scheme. Our goal
is to realize the functionality JF and-sharing Presented in Functionality

113



Figure 11.1: Functionality F,nq sharing (11)

1. Frand-sharing T€Ceives the set of corrupted parties, denoted by Corr.

2. Frand-sharing TeCeives from the adversary a set of shares {u; } jccorr Where u; € U for all
j € Corr.

3. Frand-sharing Samples a random II-sharing X such that the shares of X held by corrupted
parties are identical to those received from the adversary, i.e., Tcor (X) = (u;) ecorr-
If such a sharing does not exist, Frand-sharing S€Nds abort to all honest parties and halts.

4. Otherwise, Frand-sharing distributes the shares of X to honest parties.

Initialization. LetY = (n, Z = R* U, C, share, rec) be a multiplication-friendly threshold-
t R-arithmetic secret sharing scheme. In the following, we will use [x] to denote a Y-sharing of
x € RF. LetY = (n, Z' = Rk, U’,C’, share’, rec’) be the R-arithmetic secret sharing scheme
in Property By Lemma > has threshold ¢. We use (y) to denote a Y'-sharing of
y € RE. For all ¢ € R*, we will write

(cxx) =c- [x]

to represent the computation process from ¢ and [x] to (¢ * ) in Property

Our construction will use the ideal functionality Fiand = Frand-sharing(2) that prepares a ran-
dom X-sharing, and the ideal functionality Franazero (Functionality [I1.2)) that prepares a random
Y'-sharing of 0 € R*.

Figure 11.2: Functionality F ., qzcr0

1. Let ¥ = (n,Z" = R*,U’,C', share’,rec’). Frandzero receives the set of corrupted
parties, denoted by Corr.

2. Frandzero Teceives from the adversary a set of shares {'u,; }iecorr, Where 'u,;- ¢ U’ for all
P; € Corr.

3. Frandzero Samples a random Y'-sharing of 0 € R*, (0), such that the shares of corrupted
parties are identical to those received from the adversary, i.., Tcor ((0)) = (W}) jecorr-
If such a sharing does not exist, Frandzero S€Nds abort to all honest parties and halts.

4. Otherwise, Frandzero distributes the shares of (0) to honest parties.

Let II, Iy, ..., II; be k arbitrary R-arithmetic secret sharing schemes with the restriction
that all schemes have the same share size, i.e., the share space U =R Let Zi = RF* be the
secret space of II; and share; : Zi X R — éi be the sharing map. Since share; is injective,
and C’Z C UI, we have /;:, + 7 < n- /.

The goal is to prepare k random sharings X5, Xo, ..., X} such that X, is a random II;-
sharing, i.e., realizing { Frand-sharing (11:) }7_;.
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Protocol Description. The construction of our protocol RAND-SHARING appears in Proto-
col [T.3l

Lemma 11.2. For any k R-arithmetic secret sharing schemes {I1;}_| such that they have
the same share size, Protocol RAND-SHARING securely computes {Fand-sharing(11; )}ic 1 in the
{ Frand, Franazero -hybrid model against a semi-honest adversary who controls t parties.

Proof. We will construct a simulator S to simulate the behaviors of honest parties. Let Corr
denote the set of corrupted parties and H denote the set of honest parties.
The simulator S works as follows.

1.

2.

5.

In Step 2, S emulates the functionality Fr,,q: Forall v € {1,2,...,n - E}, S receives the
shares of [r,] held by corrupted parties.

In Step 3, S emulates the functionality Fianazero: For all j € {1,2,...,n} and m €
{1,2,...,0}, S receives the shares of (o§m)> held by corrupted parties.

. In Step 4, forallj e{1,2,....,n},me{1,2,...,0}, andv € {1,...,n -}, S locally

compute c by following the protocol.

. In Step 5, for all j € {1,2,...,n} and m € {1,2,...,0}, S follows the protocol and

computes the shares of (ug-*’m)) held by corrupted parties. S simulates the shares that are
sent from honest parties to corrupted parties as follows:
(a) Foralli € {1,2,...,k}, S samples a random II;-sharing and obtains the shares of

corrupted parties {ug-i) }jecorr, Where ugi) = gi’l), ug-m), o ,ug-i’g)) e RL.

(b) Thenforall j € {1,2,...,n}andm € {1,2,...,0}, S computes u§*’m).
(¢) According to Lemma [I1.1} ¥ has threshold ¢. Therefore, the shares of a random
¥'-sharing are independent of its secret. For all j € Corr and m € {1,2,...,/(}, S

(*,m) (*,m)

samples a random X.'-sharing (u;""") based on the secret u;

(u

and the shares of
(’u,;*’m)) held by corrupted parties computed by S.
(d) Finally, S sends the shares of <u§*’m)> held by honest parties to the adversary.
In Step 6, forall i € {1,2,...,k}, S sends the shares {uy)}jecW t0 Frand-sharing (I1;)-

This completes the description of the simulator. We show that the simulator S perfectly simulates
the behaviors of honest parties. Note that all parties only communicate with other parties in Step

5.

e We first show that the shares of corrupted parties, {ugi)}jecom sampled by S have the

same distribution as those in the real world. In the ideal world, S randomly samples the
shares of corrupted parties by first sampling random sharings of II;, Il,, ..., II; and then
obtaining the shares of corrupted parties. In the real world, the shares of corrupted parties
are computed by following share;(7;, p;) foralli € {1,2,...,k}. Recall that 7;, p; are
generated by Frana- And X0 has threshold ¢. Therefore, 7; and p; are uniformly random.
Thus, {u } jecorr have the same distribution in both the ideal world and the real world.

Then, we show that for all j € Corr and m € {1,2,...,(}, the shares of (u j* m)> held
by honest parties (which are supposed to send to corrupted parties) generated by S have

the same distribution as those in the real world. Recall that <o§m)) is a random X'-sharing
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Figure 11.3: Protocol RAND-SHARING

1. LetIly, ..., Il be k arbitrary R-arithmetic secret sharing schemes with the same share
space U = RY. Foralli € {1,...,k}, let Z; = R* be the secret space of II;, and
share; : Z; x R — C; be the sharmg map of IT;. We have k; +7; < n - (.

2. All parties invoke F,,q and obtain n - / random X-sharings, [r4],...,[r,.;]. For all
ie{l,... k}letm = (ri,...,75, ;) € RM,and ps = (1 115 Ths0ir - - Thoar i) €
RTi. The goal is to compute the IT;-sharing X; = share;(7;, p;).

3. All parties invoke Frandzero 1 - / tin}es and obtain 7 - £ random ¥’ -sharings of 0 € RE,
denoted by {(0{"), (0{)),... (0!")}7

J J Jj=1-
4. Foralli € {1,2,....k},j € {1,2,...,n},and m € {1,2,..., 0}, let L™ : Z; x
R — R denote the R-module homomorphism such that for all 7 € Z and p € R,

Eg-i’m) (7, p) outputs the m-th element of the j-th share of the II;-sharing share; (7, p).
(i,m) (i,m)

Then there exist ¢;; 7, .. S Cir € ‘R such that
ki
(4,m) (i,m (3,m)
£ (rp) =3y Tv+Zﬂm-
v=1

Forall j € {1,2,....,n},me {1,2,...,0},andv e {1,...,n- 0}, let

(*,m) _ (C(l,m) C(2,m) (k:m ) c Rk

Cjw go G e G

where C%n) = 0forallv > k; + 7;.

5. Foralli € {1,2,...,k}, j € {1,2,...,n}, and m € {1,2,....0}, let u{"™ =
E(Zm (73, pi). Let u(*m) (ug»l’m),uf’m),...,ugk’m)). Forall j € {1,2,...,n} and

me{1,2,...,0}, all parties locally compute a >'-sharing

<’LL§* ,m) m + Z cj U

Then, all parties send their shares of (ug-*’m)) to P;.
6. Forallj € {1,2,...,n}andm € {1,2,..., 0}, P; reconstructs the >'-sharing ('ué*’m))

and learns ug-*’m) = (ugl’m),uf’m), e gk ™). Then forall i € {1,2,...,k}, P; sets
his share of the II;-sharing, X;, to be uj = (uy b ug-l D ;Z é)) All parties take

X1, Xo, ..., X} as output.
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(*,m
J
secret and the shares of corrupted parties. Since u

(*,m)
J
™ is determined by {7;, p; }%_,, which

)) is a random X'-sharing of u
(*7

B J
are independent of the shares of {[r,]}"*, and (o§m)) held by corrupted parties, 'u,§-*’m)
(%)
J

In the ideal world, recall that S learns the shares of {[r,]}™, held by corrupted parties in

of 0. Therefore, in the real world, (u given the

is

independent of the shares of (u ) held by corrupted parties.

Step 2. And S learns the shares of (o§m)> held by corrupted parties in Step 3. Therefore,
(x,m)

S can compute the shares of (u;

(*,m
g T @ PR AR JyeCorracid,...,

bution as that in the real world. Therefore, the secret ug»*’m) and the shares of (ug»*’m)> held
by corrupted parties have the same distribution in both the ideal world and the real world.
Finally, note that S samples a random >'-sharing <u§*’m)> based on the secret ug*’m) sim-
ulated by & and the shares of <u§*’m)> held by corrupted parties computed by S. Thus,
the shares of honest parties simulated by S have the same distribution as those in the real
world.

Recall that all parties only communicate with other parties in Step 5. Therefore, the joint
view of corrupted parties in the ideal world is identical to that in the real world.

Finally, we show that the output of honest parties given the joint view of corrupted parties
in the ideal world has the same distribution as that in the real world.

Note that the joint view of corrupted parties is determined by (1) the shares of [r,] held by

corrupted parties for all v € {1,2,...,n -}, (2) the shares of (oém)) held by corrupted
parties for all j € {1,2,...,n} and m € {1,2,...,/}, and (3) the shares of <u§*’m)>
held by honest parties for all j € Corr and m € {1,2,... ,Z}. In the real world, (1)
and (2) are independent of {7;, p;}*_, since X has threshold t. And (3) only depends

) held by corrupted parties. Also recall that we have

shown that the secret, u

on the shares {ug'l)}je(:orr,ie{l ,,,,, ky- Thus, in the real world, for all 7 € {1,2,...,k},
X, = share;(7;, p;) is a random II;-sharing given the shares of corrupted parties. And
honest parties simply output their shares of X.

In the ideal world, S perfectly simulates the shares of X; = share;(7;, p;) held by cor-
rupted parties and sends them to Frang-sharing (I1;). Then Fand-sharing (I1;) samples a random
IT;-sharing based on the shares of corrupted parties. The output of honest parties is their
shares of X; foralli € {1,2,... k}.

Therefore, the output of honest parties given the joint view of corrupted parties in the ideal

world has the same distribution as that in the real world.

We conclude that Protocol RAND-SHARING securely computes { Frand-sharing(II;) }¥_; in the

{Frand, Frandzero -hybrid model against a semi-honest adversary who controls ¢ parties. O

Cost of Protocol[11.3] 'We measure the amount of the preprocessing data and the ring elements
that all parties need to send.

For the amount of preprocessing data, all parties need to prepare n - ¢ random >’-sharings.

Let ¢ be the share size of ¥, i.e., the share space of X is U = R'. Thus, all X-sharings are of size
n? - (- { ring elements. All parties also need to prepare n - £ random Y'-sharings of 0 € R¥. Let
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¢’ be the share size of ¥/, i.e., the share space of ¥/ is U’ = RY. Thus all &’ -sharings are of size
n2- 0.0 ring elements. In total, the amount of preprocessing data is n? - ‘- (¢4 ¢') ring elements.

For the communication complexity, all partles only need to communicate in Step 5 of Proto-
col|l - The communication complexity is n> 0 ring elements.

11.4 Instantiating Protocol RAND-SHARING via Packed Shamir
Secret Sharing Scheme

For Large Finite Fields F. Recall that when k = (n—t+1)/2, a degree-(n—k) packed Shamir
secret sharing has threshold ¢ and is multiplication-friendly. Therefore, we use a degree-(n — k)
packed Shamir secret sharing scheme to instantiate Y in Protocol RAND-SHARING. Then ' is
a degree-(n — 1) packed Shamir secret sharing scheme. For ¥ and 37,

e The secret space is F*, where k = (n —t + 1)/2.

e The share space is T, i.e., each share is a single field element. Therefore ¢/ = ¢ = 1.

Thus, we obtain a protocol that prepares random sharings for IT;, I, . . ., IT, with 2-n?- (=
O(n? - EN) field elements of preprocessing data and n? - { field elements of communication. On
average, the cost per random sharing is O(— +1 . Z) field elements of both preprocessing data
and communication. Note that when ¢t = (1 — €) - n for a positive constant ¢, the achieved
amortized cost per sharing is O(n - E) field elements. In particular, n - { is the sharing size of II;
foralli € {1,2,...,k}. Essentially, it costs the same as letting a trusted party generate a random
IT;-sharing and distribute to all parties.

For Small Fields F, and Rings Z/p‘Z. For a small field F,, we can use a large extension field
of F, so that the packed Shamir secret sharing scheme is available. For a ring Z/p‘Z, we can
similarly use a large Galois ring of Z/p‘Z so that the packed Shamir secret sharing scheme is
available [[1]].

However, the approach of using a large extension field (or a large Galois ring) leads to a
loss in the extension factor: While the share size grows up by the extension factor, the number
of secrets that can be packed is still k. To resolve this issue, we can use the notion of reverse
multiplication-friendly embedding (RMFE), which is first introduced in [21] for finite fields, and
then extended to rings Z/p*Z in [27].

We take an RMFE over a finite field ¥, as example, where ¢ is an exponential of a prime.
Informally, a pair of IF-linear maps (¢, ¢) is a (r, m),-reverse multiplication-friendly embedding
if ¢ : Fy — Fym and ¢ : Fgm — F} satisty that for all z,y € F, z xy = ¢(d(x) - ¢(y)).
Intuitively, instead of doing a coordinate-wise multiplication over FF,, an RMFE allows us to
first map each vector (by ¢) to an element in the extension field ;= and then perform a field
multiplication over F,». The result can finally be transformed (by ) to the coordinate-wise
multiplication between the input two vectors.

Now consider an arithmetic secret sharing scheme X over F;:

* The secret space is Z = F/".

® The share space is U = [F;m, which can be viewed as IE";”
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e For x € Z, the sharing of « is computed as follows: We first divide @ into k vectors of
dimension r. Then we map each vector to a field element in F;» by using ¢. Next we use
a degree-(n — k) packed Shamir secret sharing scheme over [F,;» to store the & elements in
Fym.

q
e For a sharing X, we first view it as a degree-(n — k) packed Shamir sharing over F,~ and
reconstruct its secret s € ]F’;m. To recover the secret, we apply ¢! on each element in s.
(See [62] for an explicit construction of ¢~ 1.)

Note that 3 have threshold ¢ due to the use of the degree-(n — k) packed Shamir secret sharing
scheme. Also note that X is still multiplication-friendly: To multiply a constant vector ¢ € F’;‘T
with a ¥-sharing of &, we first transform c to a degree-(k — 1) packed Shamir sharing over [F;m
similarly as above. Then after multiplying the two packed Shamir sharings, we can reconstruct
the secret ¢ * x by using v to decode the secrets of the resulting packed Shamir sharing.

Therefore, relying on packed Shamir secret sharing schemes and RMFEs, we can use X to
instantiate Protocol RAND-SHARING for a small field F,. For both X and >,

* The secret space is Fi", where k = (n —t 4 1)/2.

e The share space is IE‘;”, i.e., each share is m field elements. Therefore ¢ = ¢/ = m.
Note that, while the share size of 3 and >’ grows up by a factor of m, the number of secrets that
can be packed becomes k - r, which grows up by a factor of r. Thus, we obtain a protocol that
prepares random sharlngs for arbitrary [ -arithmetic secret sharing schemes II;, Iy, ... IIj.,
with2-n2-0-m = O(n? v m) field elements of preprocessing data, and n?-0-m field elements
of communication. On average, the cost per random sharing is O(— vz 1) field elements of
both preprocessing data and communication.

In [21], Cascudo, et al show that for all IF,, there exists a family of RMFEs with r slowly
grows to 1nﬁn1ty and m/r is bounded by a constant. Thus, the amortized cost per random sharing
becomes O(—" 67) field elements, which is the same as that for a large finite field.

—t+1

—t+1
A similar result for rings Z/p‘Z can be achieved by using RMFEs over rings Z/p‘Z con-

structed in [27].

11.5 Application of Fand-sharing

Let ¥ and Y’ be two threshold-¢ R-arithmetic secret sharing schemes. Let f : Z7 — 72’
be an R-module homomorphism, where Z and Z’ are the secret spaces of ¥ and Y’ respec-
tively. Suppose given a Y-sharing, X, all parties want to compute a >'-sharing, Y, subject to
rec'(Y) = f(rec(X)), where rec and rec’ are reconstruction maps of ¥ and >, respectively.
We refer to this problem as sharing transformation.

As discussed in Chapter |10} sharing transformation can be efficiently solved with the help
of a pair of random sharings (R, R’), where R is a Y-sharing, and R’ is a >'-sharing subject
to rec’(R') = f(rec(R)). Consider the following R-arithmetic secret sharing scheme © =
(8, f):

¢ The secret space is Z, the same as that of X..

e The share space is U x U’, where U is the share space of > and U’ is the share space of 3.
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e For a secret € Z, the sharing of x is the concatenation of a ¥-sharing of « and a >'-
sharing of f(x).
¢ For a sharing X, recall that each share of 3 consists of one share of X and one share of
Y. The secret of X can be recovered by applying rec of ¥ on the sharing which consists
of the shares of ¥ in X.
Then, (R, R') is a random f]—sharing. The problem is reduced to prepare a random i—sharing,
which can be done by ﬁand_shmng(i).

We summarize the functionality F,, in Functionality and the protocol TRAN for Fi,,
in Protocol

Figure 11.4: Functionality F.,,

1. Fuan receives the set of corrupted parties, denoted by Corr. Fi., also receives two
threshold-¢ ‘R-arithmetic secret sharing schemes ¥, 3 and an R-module homomor-
phism f : Z — 7',

2. Fuan receives a Y-sharing X from all parties and computes f(rec(X)).

3. Fuan receives from the adversary a set of shares {u’}jecorr, Where w); € U’ for all
P; € Corr.

4. Firan samples a random X'-sharing, Y, such that rec’(Y') = f(rec(X)) and the shares
of corrupted parties are identical to those received from the adversary, i.e., 7o (Y) =
('u,;) jecorr- 1f such a sharing does not exist, F.n sends abort to honest parties and
halts.

5. Otherwise, Fi.,, distributes the shares of Y to honest parties.

Figure 11.5: Protocol TRAN

1. Let 3, ¥/ be two threhsold-¢ R-arithmetic secret sharing schemes and f : Z — Z' be
an R-module homomorphism. All parties hold a >>-sharing, X, at the beginning of the
protocol.

2. Let X = i(Z, ¥, f) be the threshold-¢ R-arithmetic secret sharing scheme defined
above. All parties invoke Frang-sharing(2) and obtain a >-sharing (R, R').

3. All parties locally compute X + R and send their shares to the first party P;.

4. P; reconstructs the secret of X + R, denoted by w. Then P, computes f(w) and
generates a Y.'-sharing of f(w), denoted by W. Finally, P; distributes the shares of
W to all parties.

5. All parties locally compute Y = W — R/.
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Lemma 11.3. For all threshold-t R-arithmetic secret sharing schemes %.,% and for all R-
module homomorphism f : Z — Z', Protocol TRAN securely computes Fiq, in the Frand-sharing-
hybrid model against a semi-honest adversary who controls t parties.

We obtain the following theorem for our sharing transformation protocol.
Theorem 11.1. Let n be the number of parties, t be the number of corrupted parties, and k =
(n—t+1)/2. Let F be a finite field of size 2n. Let {1, {5 be two positive integers. For all k tuples
{(3, 30 f)Ye, and for all {X;}F_, such that ;, Y, are F-linear secret sharing schemes with
injective sharing functions and with share size (1, (>, f; is a linear map from the secret space
of ¥; to that of !, and X; is a ¥;-sharing held by all parties, there is an information-theoretic
MPC protocol with semi-honest security against t corrupted parties that transforms X; to a Y'-
sharing Y; such that the secret of Y; is equal to the result of applying f; on the secret of X;. The
cost of the protocol is O(n? - ({1 + 5)) elements of preprocessing data and O(n? - ({1 + (5))
elements of communication.
Remark 11.1. We note that the preprocessing phase only prepares random degree-(n — k)
packed Shamir sharings and random degree-(n — 1) packed Shamir sharings of 0 € F*. With
instantiation in Chapter the preprocessing can be done with communication complexity
O(’Z—d - (01 + 03)) field elements for k sharing transformations.

Improvement of Protocol RAND-SHARING for a Concrete Sharing Transformation. Our
MPC protocol needs to perform the following sharing transformation. Let [F be a large finite
field. Recall that for a packed Shamir secret sharing scheme over I, we use fixed a4, . . ., o, for
shares of all parties. For two (potentially different) vectors of field elements pos = (p1, ..., p)
and pos’ = (p,...,p}) such that they are disjoint with {ay,...,a,}, all parties start with a
degree-(n — 1) packed Shamir sharing [x||pos],_;. They want to compute a degree-(n — k)
packed Shamir sharing [y||pos’],,—; such that for all i € {1,2,...,k}, y; is equal to z; for some
j. In particular, it is possible that for two different indices i and 7', y; and y; are equal to the
same ;.

Let f : F* — TF* be an F-linear map which satisfies that y = f(x). Then, we need to
prepare a pair of random sharings ([r||pos|,_1, [f(7)||pos’],.—x). In particular, we can view it as
a random sharing of the following F-arithmetic secret sharing scheme II:

e The secret space Z = F*.

e The share space U = F2.

e For a secret € Z, the sharing of x is ([x||pos],—1, [f(x)|pos]n—k)-

e For a sharing X = (X, X,), we view X, as a degree-(n — 1) packed Shamir secret

sharing scheme and reconstruct the secret .

We note that when directly using RAND-SHARING (instantiated by packed Shamir secret
sharing schemes, see Chapter [I1.4) to prepare a random II-sharing, the communication com-
plexity per sharing is % elements. This is because in Step 5 of RAND-SHARING, we need to
compute ¢ = 2 ¥'-sharings for the shares of each party, where  is the share size of II. These
sharings are then reconstructed to their corresponding holders, which incurs 2n? elements of
communication for k sharings.

We observe that a random degree-d packed Shamir secret sharing scheme has the following
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nice properties:
¢ The shares of the first d + 1 parties are uniformly random.

e The secret and the shares of the rest of n — d — 1 parties are determined by the shares of
the first d 4 1 parties.
When the secret of a random degree-d packed Shamir sharing is given,
¢ The shares of the first d — k 4 1 parties are uniformly random.

e The shares of the rest of n — d + k£ — 1 parties are determined by the secret and the shares

of the first d + 1 parties.

Thus, when preparing a random degree-d packed Shamir sharing, we can view the shares of
the first d + 1 parties as the random tape for generating the whole sharing. In particular, the
secret will be determined by the shares of the first d + 1 parties. In Protocol RAND-SHARING,
all parties invoke F,,q to obtain random -sharings for the random tapes. The secrets of these
2J-sharings can directly be viewed as the shares of the first d 4 1 parties. Thus, we can let the first
d + 1 parties reconstruct their shares in the preprocessing phase. In this way, we only need to
reconstruct shares for the rest of n — d — 1 parties in the online phase. Similarly, when preparing
a random degree-d packed Shamir sharing for a given input &, we can view the shares of the
first d — k + 1 parties as the random tape for generating the whole sharing. We can let the first
d — k + 1 parties reconstruct their shares in the preprocessing phase. In this way we only need
to reconstruct shares for the rest of n — d + k& — 1 parties in the online phase.

For the sharing transformation we are interested in, we need to prepare random sharings in
the form of ([r|/pos|,_1, [f(r)|pos’],—x). For the first sharing, it is a random degree-(n — 1)
packed Shamir sharing. We can let all parties reconstruct their shares in the preprocessing phase.
For the second sharing, it is a random degree-(n — k) packed Shamir sharing given the secret
f(r). We can let n — 2k + 1 parties reconstruct their shares in the preprocessing phase. Thus,
in the online phase, we only need to reconstruct the shares of [f(7)||pos’],_x of the last 2k — 1
parties.

Concretely, in the preprocessing phase, all parties prepare n random X-sharings. The i-
th sharing is reconstructed to P, and P, takes the secret as its shares of the degree-(n — 1)
packed Shamir sharings in II, ..., II;. (Recall that each time we prepare random sharings for
k arithmetic secret sharing schemes. Here we assume that I, ..., II; are all in the form of II
constructed above.) Then, all parties prepare n — 2k + 1 random Y-sharings. The i-th sharing
is reconstructed to P, and P; takes the secret as its shares of the degree-(n — k) packed Shamir
sharings in II;, ..., II. After that, all parties prepare 2k — 1 X'-sharing of 0 € F*. Thus, the
preprocessing data consists of 2n — 2k + 1 random X sharings and 2k — 1 random >'-sharings of
0 € F*. Since each X-sharing is also reconstructed to a single party, the amount of preprocessing
datais 2(2n — 2k + 1) -n+ (2k — 1) - n < 4n? field elements.

In the online phase, all parties use the 2n — 2k + 1 random 3-sharings to compute »'-
sharings of the shares of the last 2k — 1 parties of the degree-(n — k) packed Shamir sharings in
I14, ..., IIg. Then they use random >-sharings of O to mask these sharings and let the last 2k — 1
parties reconstruct their shares. Thus, the communication complexity is (2k — 1) - n < 2k - n
field elements.

Thus, with this improvement, we obtain a protocol that prepares a random sharing for II with
4n? /k field elements of preprocessing data, and 2n field elements of communication. When we
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use TRAN to perform the above sharing transformation, the amortized cost of TRAN is 4n?/k
field elements of preprocessing data and 4n elements of communication.
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Chapter 12

Semi-Honest Protocol

In this chapter, we focus on the semi-honest security. We show how to use packed Shamir
sharing schemes and Fi,, (introduced in Chapter[I1.5]) to evaluate a circuit against a semi-honest
adversary who controls ¢ parties. We focus on a finite field F of size |F| > |C| 4 n, where |C| is
the circuit size. Letk = (n —t + 1)/2.

Recall that we use [z||pos], to represent a degree-d packed Shamir sharing of & € F* stored
at positions pos = (p1,p2,...,pr). Also recall that the shares of a degree-d packed Shamir
sharing are at evaluation points a1, ag, . .., a,. Let 8 = (81, Ba, . .., Bx) be k distinct elements
in F that are different from (v, as, ..., ;). We use 3 as the default positions for a degree-d
packed Shamir sharing, and simply write [z]; = [z||3]4.

12.1 Circuit-Independent Preprocessing Phase

In the circuit-independent preprocessing phase, all parties need to prepare packed Beaver triples.
For every group of £ multiplication gates, all parties prepare a packed Beaver triple

([a’]n—k’ [b]n—k’ [c]n—k)

where a, b are random vectors in F* and ¢ = a * b. We will use the technique of packed Beaver
triples to compute multiplication gates in the online phase. The functionality F ., for the circuit
independent preprocessing phase appears in Functionality

12.2 Online Computation Phase

Recall that for the field size it holds that |F| > |C| + n, where |C] is the circuit size. Let
B, Ba, ..., Bic| be |C| distinct field elements that are different from oy, a, . . ., a,. (Recall that
we have already defined 3 = (4, ..., Ox), which are used as the default positions for a packed
Shamir sharing.) We associate the field element [3; with the i-th gate in C'. We will use ; as the
position to store the output value of the i-th gate in a degree-(n — k) packed Shamir sharing.

Concretely, for each layer, gates that have the same type are divided into groups of size k.
For each group of k gates, all parties will compute a degree-(n — k) packed Shamir sharing such
that the results are stored at the positions associated with these & gates respectively.
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Figure 12.1: Functionality F,.,

For every group of £ multiplication gates:
1. Furep Teceives the set of corrupted parties, denoted by Corr.
2. Fprep receives from the adversary a set of shares {(a;, b;, ¢;) }jecorr- Fprep SAmMples two
random vectors a, b € F* and computes ¢ = a * b. Then F,y, computes three degree-
(n — k) packed Shamir sharings [al,,—, [b],,—, [¢]—& such that for all P; € Corr, the
j-th share of ([al],—, [b]n—k, [c]n—k) IS (a;, b, ¢;).

3. Fprep distributes the shares of ([a],—, [b],,—#, [¢]n—k) to honest parties.

12.2.1 Input Layer

In the input layer, input gates are divided into groups of size k based on the input holders. For
a group of k input gates belonging to the same client, suppose x are the inputs, and pos =
(p1,Dp2, - .., px) are the positions associated with these & gates. The client generates a random
degree-(n — k) packed Shamir sharing [x||pos],_j and distributes the shares to all parties.

12.2.2 Network Routing

In each intermediate layer, all gates are divided into groups of size £ based on their types (i.e.,
multiplication gates or addition gates). For a group of k gates, all parties prepare two degree-
(n — k) packed Shamir sharings, one for the first inputs of all gates, and the other one for the
second inputs of all gates.

Concretely, for a group k gates in the current layer, suppose « are the first inputs of these
k gates, and y are the second inputs of these k gates. All parties will prepare two degree-
(n — k) packed Shamir sharings [x],,_x and [y],,_ stored at the default positions. The reason of
choosing the default positions is to use the packed Beaver triples all parties have prepared in the
preprocessing phase. Recall that the packed Beaver triples all use the default positions. In the
following, we focus on inputs x.

Collecting Secrets from Previous Layers. Let ), 75, ..., 2}, be the different values in  from
previous layers. Let ¢y, ca, . . ., ¢4, be the constant values in . Then ¢; + ¢, < k. For each of the
rest of k — {1 — {5 values in x, it is the same as x, for some i € {1,2,...,¢;}. In this step, we
will prepare a degree-(n — 1) packed Shamir sharing that contains the secrets 7, 75, .. ., zj, and
C1,C2y ..., Cyy.

Note that {2/} | are the output values of ¢, different gates in previous layers. Let py, pa, . . . , Dy,
be the positions associated with these ¢, gates. We choose another arbitrary k — ¢; different posi-
tions py, 11, - - . , pr Which are also different from a4, ao, . . ., ay,, and set pos = (p1,p2, ..., Pk)-
Suppose for all 1 < i < £y, [27||pos®],,_;, is the degree-(n — k) packed Shamir sharing from
some previous layer that contains the secret x; stored at position p;.

Let e; be the i-th unit vector in F* (i.e., only the i-th term is 1 and all other terms are 0).
All parties locally compute a degree-(k — 1) packed Shamir sharing [e;||pos];—1. Let &’ =
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(#],...,2y,,c1,...,¢4,0,...,0) be a vector in IF*. Then all parties locally compute

51 52
> leillpos]i—i - [ [[pos®] i + > ;- [er,4illpos]i-1.

=1 =1

We show that this is a degree-(n — 1) packed Shamir sharing of &’ stored at positions pos. It
is clear that the resulting sharing has degree n — 1. We only need to show the following three
points:

e Forall 1 < j </, the secret stored at position p; is equal to x;

e Forall /; +1 < j < {; + {5, the secret stored at position p; is equal to ¢;_g, .

e Forall ¢; + {5 +1 < j < k, the secret stored at position p, is equal to 0.
Forall 1 <i < /;+/s,let f; be the polynomial corresponding to [e;||pos]y_1. Forall 1 <i < /4y,
let g; be the polynomial corresponding to [x(”||pos(?],,_x. Then the polynomial corresponding
to the resulting sharing is h = Zflzl fi g+ Zf; ¢+ foyrie

Note that f; satisfies that f;(p;) = 1 and f;(p;) = 0 for all j # i. And g; satisfies that
gi(pi) = . Therefore, for all 1 < j < /4,

A 1)
h(p;) = Zfi(pj) - 9i(pj) + Zci - Sfo1i(ps) = fi(pj) - 9i(py) = 2.

Forall /1 +1 < j < /s,

0 Lo
h(p;) = Zfz'(l’j) - 9i(p;) + Zci foti(pg) = cj—e - fi(p5) = ¢j-nr-

Forall /1 + 05+ 1< 5 <k,
fl 42
h(p;) = Z fi(ps) - 9i(ps) + Z ¢i+ fu+i(p;) = 0.
i=1 i=1

Thus, the resulting sharing is a degree-(n — 1) packed Shamir sharing of a’ stored at positions
pos, denoted by [x’||pos],,—1.

Transforming to the Desired Sharing. Now all parties hold a degree-(n — 1) packed Shamir
sharing [x'||pos],,_1. Recall that 2’ contains all different values in & from previous layers and all
constant values. For each of the rest of values in «, it is the same as @}, for some i € {1,2,...,¢;}.
Then there is a linear map f : F* — F* such that z = f(z'). Recall that 3 = (3, ..., ;) are the
default positions. Let ¥ be the degree-(n — 1) packed Shamir secret sharing scheme that stores
secrets at positions pos. Let ¥’ be the degree-(n — k) packed Shamir secret sharing scheme
that stores secrets at positions 3. Then [z'||pos],,_; is a X-sharing, and the sharing we want to
prepare, [x],_ = [®]|B]._k, is a ¥'-sharing with = f(z’).
All parties invoke F,, with (X,%’, f) and [2/||pos],—1, and obtain [x],,_.
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Figure 12.2: Protocol NETWORK

1. Suppose all parties want to prepare a degree-(n — k) packed Shamir sharing of & stored
at the default positions 3.

2. Let a%,7,,...,25, be the different wire values in x from previous
layers. Let c¢j,c9,...,c4, be the constant values in <. Let © =
/ / k
(29, T C1ye €0, 0,...,0) € F,

3. Forall 1 < i </, let [£%|pos®],_, be the degree-(n — k) packed Shamir shar-
ing from some previous layer that contains the secret z; stored at position p;. Let
Dey+1, - - -, Pi be the first & — ¢4 distinct positions that are different from py, .. ., p,, and
aq, ..., Letpos = (p1,..., k).

4. Let e; be the i-th unit vector in F* (i.e., only the i-th term is 1 and all other terms are
0). All parties locally compute a degree-(k — 1) packed Shamir sharing [e;||pos]s_i.

5. All parties locally compute

51 £2
[/ [[pos]n—1 = Y _[eillpos]i—1 - [27|[pos™]u—i + > ¢ - [er,1illpos]i-1-

=1 i=1

6. Let f : F* — F* be a linear map such that z = f(x'). Let X be the degree-(n — 1)
packed Shamir secret sharing scheme that stores secrets at positions pos. Let >’ be the
degree-(n — k) packed Shamir secret sharing scheme that stores secrets at positions 3.

All parties invoke F,, with (2,3, f) and [2'||pos],_1, and output [x],_.

Summary of Network Routing. We describe the protocol NETWORK of preparing an input
degree-(n — k) packed Shamir sharing [z, in Protocol

12.2.3 Evaluating Addition Gates and Multiplication Gates

Addition Gates. For a group of k addition gates, recall that all parties have prepared two
degree-(n — k) packed Shamir sharings [x],_, [y],_r where x are the first inputs of these k
gates, and y are the second inputs of these k£ gates. The description of PACKED-ADD appears in
Protocol Note that in Step 3 of Protocol PACKED-ADD, we use the fact that a degree-(n—k)
packed Shamir sharing can be viewed as a degree-(n — 1) packed Shamir sharing.

Multiplication Gates. For a group of &£ multiplication gates, recall that all parties have pre-
pared two degree-(n — k) packed Shamir sharings [x],_, [y],—xr Where x are the first inputs of
these k gates, and y are the second inputs of these k gates. Let ([al,_, [b]n—_k, [¢]n_k) be the
packed Beaver triple prepared in the preprocessing phase. We will use the technique of packed
Beaver triples to evaluate multiplication gates. The description of PACKED-MULT appears in
Protocol [12.41
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Figure 12.3: Protocol PACKED-ADD

1. Suppose [x],,_k, [y]._« are the input packed Shamir sharings of the addition gates.
2. All parties locally compute (2], = [®]n—k + [Y]n—k-

3. Suppose pos = (p1, pe, - - -, Px) are the positions associated with these k addition gates.
Recall that 3 = (f31,. .., Bk) are the default positions. Let X be the degree-(n — 1)
packed Shamir secret sharing scheme that stores secrets at positions 3. Let 3 be the
degree-(n — k) packed Shamir secret sharing scheme that stores secrets at positions
pos. Let I : F¥ — TF* be the identity map.

All parties invoke Fi,, with (X,%') T) and [2],,_x, and output [2||pos],,_.

Figure 12.4: Protocol PACKED-MULT

1. Suppose [x],_k, [y].—x are the input packed Shamir sharings of the multiplication
gates. All parties will use a fresh random packed Beaver triple ([a},—, [b]n—#, [€]n—k)
prepared in the preprocessing phase.

2. All parties locally compute [ + a,—x = [],—k + [@],—k and [y + b,k = [Y]n—k +
[b]nflv
3. The first party P; collects the whole sharings [ + al,,—x, [y + b],,—x and reconstructs

the secrets « + a, y + b. Then, P, computes the sharings [z + a1, [y + b];—; and
distributes the shares to other parties.

4. All parties locally compute
[2]n-1 = [T+ alp-1- [y + blx—1 — [T+ alp—1 - [blnk — [y + blr—1 - [@]n—k + [clnt-

5. Suppose pos = (p1, pe, - - - , Px) are the positions associated with these k& multiplication
gates. Recall that 3 = (fy, ..., Ok) are the default positions. Let > be the degree-
(n — 1) packed Shamir secret sharing scheme that stores secrets at positions 3. Let
Y’ be the degree-(n — k) packed Shamir secret sharing scheme that stores secrets at
positions pos. Let I : F* — F* be the identity map.

All parties invoke F,, with (X, %', I') and [z],_1, and output [z||pos],_.

12.2.4 Output Layer

In the output layer, output gates are divided into groups of size k based on the output receivers.
For a group of k output gates belonging to the same client, suppose x are the inputs. All parties
invoke the protocol NETWORK to prepare [x],_. Then, all parties send their shares to the client
to allow him to reconstruct the output.
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12.2.5 Main Protocol

Given the above protocols the main semi-honest protocol follows in a straightforward way. We
recall the Functionality F,,, in Functionality [6.13] and describe the main protocol PACKED-
MAIN in Protocol 12.5

Figure m: Functionality F i,

1. Fmain receives from all clients their inputs.

2. Fmain €valuates the circuit and computes the output. F ., distributes the output to all
clients.

Lemma 12.1. Protocol PACKED-MAIN securely computes Fqin it the (Fprep, Firan)-hybrid model
against a semi-honest adversary who controls t parties.

Proof. Let A denote the adversary. We will construct a simulator S to simulate the behaviors
of honest parties. Let Corr denote the set of corrupted parties and H denote the set of honest
parties.

The correctness of PACKED-MAIN follows from (1) the correctness of the protocol NET-
WORK for network routing, and (2) the correctness of the protocols PACKED-ADD and PACKED-
MULT for addition gates and multiplication gates respectively.

We now describe the construction of the simulator S.

1. In Step 1, & emulates the functionality ., and receives the shares of corrupted parties.

2. In Step 2, S follows the protocol.

3. In Step 3, for every group of k input gates of Client,, if Client; is honest, S samples random
elements as the shares of corrupted parties. If Client; is corrupted, S learns the inputs x
and the shares of corrupted parties (since S can access to the inputs and random tapes of
corrupted clients and corrupted parties). Note that in both cases, S learns the shares of
corrupted parties.

4. In Step 4.(a), S simulates NETWORK. Note that NETWORK only involves local compu-
tation and an invocation of Fy,,. S follows the protocol in NETWORK and computes the
shares of corrupted parties. Then S emulates Fi.,, and receives the shares of corrupted par-
ties. At the end of NETWORK, S learns the shares of [x],,_, and [y],,_x held by corrupted
parties.

In Step 4.(b), for each group of addition gates with input sharings [x],_, and [y], , S
simulates PACKED-ADD. Note that PACKED-ADD only involves local computation and
an invocation of F,,. S follows the protocol in PACKED-ADD and computes the shares of
corrupted parties. Then S emulates F.,, and receives the shares of corrupted parties. At
the end of PACKED-ADD, S learns the shares of [z],_ held by corrupted parties.

In Step 4.(b), for each group of multiplication gates with input sharings [x],,_x and [y], s,
S simulates PACKED-MULT as follows:
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Figure 12.5: Protocol PACKED-MAIN

1. Preprocessing Phase. All parties invoke F, to prepare enough packed Beaver triples
in the form of ([a],_, [b]._, [€]n_k), Where @, b are random vectors in F* and ¢ =
ax*b.

2. Imitialization. Let a1, s, . . ., a, be distinct field elements in [F which are used for the
shares of all parties in packed Shamir secret sharing schemes. Let 31, 52, . .., B¢
be |C| distinct field elements that are different from «ay,a9,...,a,. Let B8 =
(B1, Ba, - - -, Br) be the default positions for the packed Shamir secret sharing schemes.
We associate the field element (3; with the ¢-th gate in C'.

3. Input Phase. Let Client, Client,, ..., Client. denote the clients who provide inputs.
All input gates are divided into groups of size k based on the input holders. For every
group of k input gates of Client;, suppose « are the inputs, and pos = (p1, p2, - - -, k)
are the positions associated with these k& gates. Client; generates a random degree-
(n — k) packed Shamir sharing [x||pos|,_x and distributes the shares to all parties.

4. Evaluation Phase. All parties evaluate the circuit layer by layer as follows:

(a) For the current layer, all gates are divided into groups of size k based on their
types (i.e., multiplication gates or addition gates). For each group of £ gates, let
x be the first inputs of all gates, and y the second inputs of all gates. All parties
invoke NETWORK to prepare [x],,_x and [y],_.

(b) For each group of k gates, let pos be the positions associated with these £ gates.

o If they are addition gates, all parties invoke PACKED-ADD on
([®]n—k, [Y]n—k), and obtain [z||pos],_.

e If they are multiplication gates, all parties invoke PACKED-MULT on
([®]n—k, [y]n—r) with a fresh packed Beaver triple ([a],_k, [b]n—k, [€]n—k)
and obtain [z||pos],_.

5. Output Phase. All output gates are divided into groups of size k based on the output
receiver. For every group of & output gates of Client;, suppose x are the inputs. All
parties invoke the protocol NETWORK to prepare [x], ;. Then, all parties send their
shares to Client; to let him reconstruct the result .

(a) The protocol PACKED-MULT consumes a fresh random packed Beaver triple

([a]n—kv [b}n—kv [c]n—k)°

Recall that S learns the shares of these sharings held by corrupted parties when em-
ulating the functionality Fprep.

(b) In Step 2 of PACKED-MULT, S computes the shares of [ +a,,—x and [y +b],,_ held
by corrupted parties. Then S generates two random degree-(n — k) packed Shamir
sharings as [x + al,,—; and [y + b],,_;, based on the shares of corrupted parties.
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(c) Since the whole sharings [z + al,,_;, and [y + b],,_;, have been generated by S, S
honestly follows the protocol in Step 3 of PACKED-MULT. S learns the shares of
[ + alx_; and [y + b];_; of corrupted parties at the end of this step.
(d) In Step 4 of PACKED-MULT, S computes the shares of [z],_; held by corrupted
parties.
(e) In Step 5 of PACKED-MULT, S emulates F,, and receives the shares of corrupted
parties. At the end of this step, S learns the shares of [z],,_ held by corrupted parties.
5. In Step 5, S simulates NETWORK in the same way as that for Step 4.(a). S invokes Fain
with the input of corrupted clients, and receives the output of corrupted clients. For each
group of output gates of Client;, S has learned the shares of the input sharing [x],,_; held
by corrupted parties. If Client; is honest, S does nothing. If Client; is corrupted, S also
learns the secret . S uses x and the shares of [x],,_; held by corrupted parties, which are
together k + (n — t) = n — k + 1 values (recall that t = n — 2k + 1), to reconstruct the
whole sharing [x],_; and finally sends the shares of [x],_ of honest parties to Client;.

This completes the description of S.

We show that S perfectly simulates the behaviors of honest parties. It is sufficient to focus
on the places where honest parties and clients need to communicate with corrupted parties and
clients:

¢ In Step 3, honest clients need to share its input. In the real world, an honest client will
generate a random degree-(n — k) packed Shamir sharing and distribute the shares to other
parties. By the property of the degree-(n — k) packed Shamir secret sharing scheme, the
shares of corrupted parties are uniformly random. Therefore S perfectly simulates the
behaviors of honest clients.

¢ In Step 4.(b), honest parties need to communicate with corrupted parties when running
PACKED-MULT. In Step 3 of PACKED-MULT, all parties need to send their shares of
[ + a]n—k, [y + bl,—r to Pi. And P, needs to distribute [x + a];—1 and [y + b];_; to all
parties.
Note that [« + al,,—x = [x],— + [@]n—k, and [a],_i is a random degree-(n — k) packed
Shamir sharing given the shares of corrupted parties. Therefore [x+a],,_ is also a random
degree-(n — k) packed Shamir sharing given the shares of corrupted parties. Similarly,
[y + b],,_ is arandom degree-(n — k) packed Shamir sharing given the shares of corrupted
parties. Also note that [« + a;_; and [y + b],_; are fully determined by the secrets « + a
and y + b.
In the ideal world, S generates two random degree-(n — k) packed Shamir sharings as
[ + al,—\ and [y + b],,_ based on the shares of corrupted parties. Then, the distribution
of these two random degree-(n — k) packed Shamir sharings is identical to that in the real
world. Note that it also implies that the distribution of the two secrets © + a and y + b is
identical to that in the real world. After sampling [ + a},_ and [y + b],,_x, S honestly
follows Step 3 of PACKED-MULT. Thus, § perfectly simulates the behaviors of honest
parties.

¢ Finally, in Step 5, for each group of output gates of a corrupted client, honest parties need
to send their shares of the sharing associated with these gates to corrupted clients. Note
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that a degree-(n — k) packed Shamir sharing is determined by its secret and the shares of
corrupted parties. Since S learns the output of corrupted clients from F,,,;, and the shares
of corrupted parties, S can compute the shares of honest parties and perfectly simulate the
behaviors of honest parties.

Analysis of the Communication Complexity. We assume that the number of multiplication
gates is the same as the number of addition gates. We also assume that the number of input gates
and output gates is much smaller than the number of addition gates and multiplication gates. Let
C denote the circuit and DEPTH denote the circuit depth. We use [ to denote the input size, G to
denote the number of gates, and O to denote the output size. Then |C| > [ + G + O.

e Cost of the Circuit Independent Preprocessing Phase: The size of the preprocessing data
per packed Beaver triple is 3n field elements. Therefore, the total size of the preprocessing
data for multiplication gates is (5= + Depth) - 3n. Here £ is the estimated number of
multiplication gates, and % + Depth is the number of packed Beaver triples required for
multiplication gates. The reason of adding Depth is because the multiplication gates are
grouped layer by layer. In each layer, if there are m multiplication gates, then we need to
prepare [m/k] < m/k + 1 packed Beaver triples.

e Cost of the Online Phase:

= Input Phase: For every group of £ input gates, the communication complexity is n
field elements. Let I denote the size of input. Then the cost of the input phase is
(% + ¢) - n field elements of communication. The reason of adding c is because the
input gates are grouped based on the input holders.

= Evaluation Phase: For every group of k£ (addition or multiplication) gates, all parties
invoke NETWORK to prepare the two input sharings. Each invocation of NETWORK
involves one invocation of Fip.

For addition gates, each invocation of PACKED-ADD involves one invocation of Fi,.

For multiplication gates, each invocation of PACKED-MULT involves 4n elements of
communication and one invocation of Fiy.

Thus, the evaluation phase cost ( % + Depth) - 4n elements of communication and
(% + 2 - Depth) - 3 invocations of Fi,,. When using TRAN to instantiate .y,
(£ +2- Depth) - 3 invocations of Fiy,, requires 12(£ + 2 - Depth) - %2 field elements

of preprocessing data, and 12(% + 2 - Depth) - n field elements of communication.

In total, the cost of the evaluation phase is 12(% + 2 - Depth) - "—,: field elements of
preprocessing data, and 14(% + 2 - Depth) - n field elements of communication.

* Output Phase: For every group of £ output gates, all parties invoke NETWORK to
prepare the input sharing. Then all parties send their shares to the client who should
receive the result. Recall that each invocation of NETWORK involves one invocation
of Fian- Thus, the output phase cost (% + ¢) - n field elements of communication and
% + cinvocations of Fi,.

133



With a similar analysis, the cost of the output phase is 4(% +c)- ”72 field elements of
preprocessing data, and 5(% + ¢) - n field elements of communication.

In summary, the total cost of the online phase is (12 + 42 4 24. Depth + 4c) - "—]: elements
of preprocessing data, and (é + % + % +28-Depth+6¢) - n elements of communication.

Thus, our semi-honest protocol requires 12|C' - Z—z + O((Depth +c) - %2) elements of pre-
processing data, and 14|C| - % 4 O((Depth + c) - n) elements of communication.
Theorem 12.1. In the client-server model, let c denote the number of clients, n denote the num-
ber of parties (servers), and t denote the number of corrupted parties (servers). Let F be a finite
field of size |F| > |C| 4+ n. For an arithmetic circuit C over F, there exists an information-
theoretic MPC protocol in the preprocessing model which securely computes the arithmetic cir-
cuit C' in the presence of a semi-honest adversary controlling up to c clients and t parties. The
cost of the protocol is O(|C| - Z—; + (Depth + c) - %2) field elements of preprocessing data and
O(|C| - & + (Depth + c) - n) field elements of communication, where k = "= and Depth is
the circuit depth.
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Chapter 13

An Alternative Approach for Network
Routing

In this chapter, we discuss an alternative approach for the network routing which works for small
fields |F| > 2n.

13.1 Preliminaries: Hall’s Marriage Theorem

Definition 13.1 (Bipartite Graph). A graph G = (V, E) is a bipartite graph if there exists a
partition (V1,Va) of V such that for all edge (v;,v;) € E, v; € Vi and v; € Vs.

In the following, we will use (V7, V5, E) to denote a bipartite graph. We say a bipartite graph
(V1, Vi, E) is d-regular if the degree of each vertex in V; | V5 is d.
Definition 13.2 (Perfect Matching). For a bipartite graph (Vy, Vs, E) such that |Vi| = |Vs|, a
perfect matching is a subset of edges £ € E which satisfies that each vertex in the sub-graph
(V1, V2, E) has degree 1.
Theorem 10.2 (Hall’s Marriage Theorem). For a bipartite graph (Vi, Vs, E) such that |V;| =
|Va|, there exists a perfect matching iff for all subset V] C Vi, the number of the neighbors of
vertices in Vy is at least |V]|.

In this work, we will make use of the following two well-known corollaries of Hall’s Marriage
Theorem. For completeness, we also provide proofs for the corollaries.

Corollary 10.1. There exists a perfect matching in a d-regular bipartite graph.

Proof. Let G = (V4, Vs, E) denote the d-regular bipartite graph. To show the existence of a
perfect matching in G, it is sufficient to examine the requirement of Hall’s Marriage Theorem.
For all subset V| C V3, let N(V]) denote the set of vertices in V5 which are connected
to vertices in V/. It is sufficient to show that |[N(V/)| > |V/|. Consider the sub-graph G’ =
(V{, N(V{), E’) which contains all the edges between V; and N(V}). Since G is a d-regular
graph, the number of edges in G’ is |E’| = d-|V/|. On the other hand, we have d-|N (V)| > | F'|
since the degree of each vertex in | N (V/)| is upper bounded by d. Therefore d-|N(V])| > |F’| =
d - |V/|, which means | N (V})| > |V/|. O
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13.2 Network Routing using Hall’s Marriage Theorem

As discussed in Chapter[10.2.4] we will always use the default positions for the packed Shamir
secret sharing scheme in our construction. This means that
e For Protocol PACKED-ADD (Protocol , there is no need to run the last step and the
protocol only contains local computation.

e For Protocol PACKED-MULT (Protocol [12.4), the last step becomes a degree reduction.
Recall that our idea is to realize the non-collision property:
Property 10.1 (Non-collision). For each input sharing of each layer, the secrets of this input
sharing come from different positions in the output sharings of previous layers.

To this end, for each (input, addition, or multiplication) gate, we copy the output wire the
number of times it is used in later layers.

Evaluating Fan-Out Gates. Let [x],_; denote the output packed Shamir sharing of a group of
(input, addition, or multiplication) gates, and let n; denote the number of times that the ¢-th secret
x; is used in later layers for all i € {1,2,...,k}. We first transform @ to m = [MF2fetie

vectors D, 2@ .. 2™ in F* such that they contain n, copies of the value x; for all i €
{1,2,...,k}. All parties use the following algorithm to locally determine what values should be

in each of these m vectors.

1. All parties locally initiate an empty list L. From ¢ = 1 to k, all parties locally insert n;
times of x; into L.

2. From i = 1 to m, all parties locally set ¥ to be the vector of the first k& elements in L,
and then remove these elements from L. For the last vector, we insert enough number of
Os if the number of elements in L is smaller than k. In this way, all parties determine the
values that should be in the m vectors ), @ ... (™).

For each =) ¢ {x™, x® ... x(™}, to obtain [x?],_; from [x],_, all parties set L} to
be the F-linear map that maps @ to 2*), and then perform a sharing transformation to transform
[®],—x to [Li(2)]n—-

Achieving Non-Collision Properties. After performing the fan-out gates, there is a bijective
map between the output wires (of the input layer and all intermediate layers) and the input wires
(of the output layer and all intermediate layers).

In the following, when we use the term “output sharings”, we refer to the output sharings
from the input layer and all intermediate layers. When we use the term “input sharings”, we
refer to the input sharings of the output layer and all intermediate layers.

Since every output wire from every layer is only used once as an input wire of another layer,
the number of output sharings in the circuit is the same as the number of input sharings in
the circuit. Let m denote the number of output sharings in the circuit. Then the number of
input sharings is also m. We will label all the output sharings by 1,2,...,m and all the input
sharings also by 1,2, ..., m. Consider a matrix N € {1,2,... ,m}ka where IN; ; is the index
of the input sharing that the j-th secret of the ¢-th output sharing wants to go to. Then for all
¢ € {1,2,...,m}, there are exactly k entries of N which are equal to ¢. And the secrets at those

136



positions are the secrets we want to collect for the /-th input sharing. We will prove the following
theorem.

Theorem 10.1. Let m > 1,k > 1 be integers. Let N be a matrix of dimension m X k in
{1,2,...,m}™* such that for all ¢ € {1,2,...,m}, the number of entries of N which are
equal to 0 is k. Then, there exists m permutations pi,ps, . ..,pm over {1,2.... k} such that
after performing the permutation p; on the i-th row of IN, the new matrix IN' satisfies that each
column of N' is a permutation over (1,2, ..., m). Furthermore, the permutations py,ps, . . ., Pm
can be found within polynomial time.

Jumping ahead, when we apply p; to the i-th output sharing for all i € {1,2,...,m}, The-
orem m guarantees that for all j € {1,2,...,k} the j-th secrets of all output sharings need
to go to different input sharings. Note that this ensures the non-collision property. During the
computation, we will perform the permutation p; on the ¢-th output sharing right after it is com-
puted. Note that when preparing an input sharing, the secrets we need only come from the output
sharings which have been computed. The secrets of these output sharings have been properly per-
muted such that the secrets we want are in different positions. Therefore, we can use Feject-semi
to choose these secrets and obtain the desired input sharing. With the non-collision property, we
can achieve the network routing by following a similar approach to that in Chapter|12.2.2

Proof of Theorem We will prove the theorem by induction on k.

When k£ = 1, N is a matrix of dimension m x 1. Since each value ¢ € {1,2,...,m} appears
once in IV, and IN only has one column, the column of IV is a permutation of (1,2,...m). The
permutations pq, po, . . . , Py, Will just be the identities.

Assume the theorem holds for &k = k&’ > 1. Let’s consider the case when & = £k’ + 1.
We first construct a bipartite graph G = (V;, V5, E). Let V; = V4, = {1,2,...,m}. For all
ie{1,2,...,m}and j € {1,2,...,k}, if N,;; = ¢, we create an edge (i,{) € Vi x V5 and
insert (i,¢) in E.

Now we show that G is a regular-£ bipartite graph. For all vertex ¢ € V;, we create an edge
for each entry in the ¢-th row of IN. Therefore, the degree of the vertex ¢ is k. For all vertex
¢ € Vs, we create an edge for each entry in N which is equal to (. Since in IN, the number
of entries that are equal to ¢ is k, the degree of each vertex ¢ € V5 is k. Thus, G is a regular-k
bipartite graph.

According to Corollary[10.1] there exists a perfect matching in G. Suppose (1, ¢1), ..., (m, ()
are the edges in the perfect matching. Then (¢4, (s, .. ., /,,) is a permutation of (1,2, ...,m). For
alli € {1,2,...,m}, let j; be the first position that N, ;, = ¢;,. Now forall 7 € {1,2,...,m},
we switch the k-th entry and the j;-th entry in the i-th row, and denote the new matrix to be N.
In this way, the last column of IN becomes a permutation of (1,2,...,m).

Let M be the sub-matrix of N which contains the first k — 1 columns. Then M is a matrix in
{1,2,...,mY™ =1 andforall ¢ € {1,2,...,m}, the number of entries of M which are equal
to £ is k — 1. According to the induction hypothesis, there exists m permutations p}, p5, ..., p.,
over {1,2,... k — 1} such that after performing the permutation p; on the i-th row of M, the
new matrix M’ satisfies that each column of M’ is a permutation of (1,2,...,m).

Now we construct the permutations pq, pa, . . ., P, Over {1,2, ... k} as follows: For all i €
{1,2,...,m}

137



e forall j € {1,2,...,k — 1} and j # ji, pi(j) = pi(4)s
e for ji, pi(ji) = ks
e for k, p;(k) = pl(j:)-

Let N/ denote the matrix after performing the permutation p; on the i-th row of N for all i €
{1,2,...,m}. Note that for all 7 € {1,2,...,m}, performing the permutation p; on the i-th row
of IN is equivalent to first switching the k-th entry and the j;-th entry and then performing the
permutation p) on the first k£ — 1 entries. Therefore, for all j € {1,2,...,k— 1}, the j-th column
of N’ is the same as the j-th column of M’, and the k-th column of N’ is the same as the k-th
column of N. Therefore each column of IN” is a permutation of (1,2,...,m).

According to Corollary [I0.1] the perfect matching of G can be found within polynomial
time. According to the induction hypothesis, p/,p5, ..., p, can be found within polynomial
time. Therefore, p1, ps, . .., pm can be constructed within polynomial time.

Therefore, the theorem holds for all integers £ > 1. ]

Thus, to achieve the non-collision property, we perform the permutation computed from
the algorithm in Theorem on ). Let £/ denote the linear map that corresponds to this
permutation. Then, all parties can achieve the non-collision property by performing a sharing
transformation from [z¥],,_; to [L/(2™)],,_4.

We note that all parties can obtain [£/(x®)],,_ directly from [x],_;: Since L}, L! are lin-
ear maps, £; = L, o L is also a linear map. Thus, all parties can perform a single sharing
transformation from [x],,_x to [L;(x)] .-

Preparing Desired Input Sharings. Suppose [zV], 4, ..., [®®],_, are k degree-(n — k)
packed Shamir sharings from previous layers (which do not need to be distinct) and all parties
want to prepare a degree-t packed Shamir sharing [x],,_ that contains the i,-th secret of x) for
all j € {1,2,...,k}. According to the non-collision property, i1, s, . .., i are all distinct. All
parties locally compute a degree-(n — 1) packed Shamir sharing that contains the secrets we want
as follows:
1. Forall j € {1,2,...,k}, let e; denote a vector in F* where all entries of e; are 0 except
the i;-th entry is 1. All parties locally transform e; to a degree-(k — 1) packed Shamir
sharing [e;];_1.

2. All parties locally compute

k

@1 =) _lejlk-1 - [2]ns.

=1

The correctness follows from the facts that [e;];_1 - [£], 1 = [e; * £)],_, and e; * £V is a
vector in F* where all entries are 0 except the 7;-th entry is {Eg ),

To obtain [x],_; from [x'], 1, let L denote the linear map that maps «’ to @, all parties
perform a sharing transformation from [x'],,_; to [x],_.
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Summary. We summarize the alternative approach for the network routing in Protocol NETWORK-
HALL-PART I and NETWORK-HALL-PART II (described in Protocol and Protocol
respectively).

Figure 13.1: Protocol NETWORK-HALL-1

1. Circuit Preprocessing:

e For each layer of the circuit, all gates are divided into groups of size k based
on their types. For every group of k (input, addition, or multiplication) gates,
let  denote the values associated with the output wires of these £ gates. Let
n; denote the number of times that the i-th secret x; is used in later layers for
all i € {1,2,...,k}. All parties transform @ to m = [MF2E=Fe] vectors
M @ . 2™ in F¥ such that they contain n; copies of the value z; for all
i € {1,2,...,k}. All parties use the following algorithm to locally determine
what values should be in each of these m vectors.

(a) All parties locally initiate an empty list List. From ¢ = 1 to k, all parties
locally insert n; times of z; into List.

(b) From i = 1 to m, all parties locally set (") to be the vector of the first
k elements in List, and then remove these elements from List. For the last
vector, we insert enough number of Os if the number of elements in List is
smaller than k.

e Let N denote the number of output sharings of the input layer and all intermediate
layers. Then the number of input sharings of the output layer and all intermediate
layers is also N. The output sharings are labeled by 1,2,..., N, and the input
sharings are also labeled by 1,2,... N. All parties construct a matrix M €
{1,2,..., N}¥** where M ; is the index of the input sharing that the j-th secret
in the i-th output sharing wants to go. All parties use a deterministic algorithm
that all parties agree on to compute /N permutations p1, ps, . . . , py such that after
applying p; to the i-th row of M, the new matrix M’ satisfies that each column
of M’ is a permutation of (1,2,..., N). The existence of such an algorithm is
guaranteed by Theorem [I0.1] Then, all parties associate p; with the i-th output
sharing.

Now we can replace the protocol NETWORK by NETWORK-HALL. In particular, the protocol
works for any finite field IF of size |F| > 2n.

Theorem 13.1. In the client-server model, let c denote the number of clients, n denote the num-
ber of parties (servers), and t denote the number of corrupted parties (servers). Let I be a
finite field of size |F| > 2n. For an arithmetic circuit C' over F, there exists an information-
theoretic MPC protocol in the preprocessing model which securely computes the arithmetic cir-
cuit C' in the presence of a semi-honest adversary controlling up to c clients and t parties. The
cost of the protocol is O(|C| - Z—; + (Depth + c) - %2) field elements of preprocessing data and
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Figure 13.2: Protocol NETWORK-HALL-2

2. Achieving the Non-Collision Property: For every group of %k (input, addition, or
multiplication) gates, let & denote the values associated with the output wires of these
k gates. After all parties compute [x],,_y, all parties does the following:

(a) Recall the vectors =), ... x(™ computed in the last step. For all ¢+ €
{1,2,...,m}, let L denote the linear map that maps x to ("), Also recall the
permutation associated with each vector ¥ computed in the last step. Let L/
denote the linear map that corresponds to the permutation associated with ¥,

(b) Foralli € {1,2,...,m},let L; = L o L. Let ¥ be the degree-(n — 1) packed
Shamir secret sharing scheme. Let >’ be the degree-(n — k) packed Shamir secret
sharing scheme.

All parties invoke Fi,, with (2,3, L;) and [x],,_x, and output [L;(x)], -
3. Preparing Desired Input Sharings: Suppose all parties want to prepare a degree-
(n — k) packed Shamir sharing of . Suppose [£™M],_4, ..., [x®],_; are k degree-
(n— k) packed Shamir sharings from previous layers (which do not need to be distinct)

such that ) contains the value x; at position ¢; for all j € {1,2,...,k}. According
to the non-collision property, i1, 2o, . . . , %) are all distinct.

(a) Forall j € {1,2,...,k}, let e;, denote a vector in F* where all entries of e;, are
0 except the i;-th entry is 1. All parties locally transform e;; to a degree-(k — 1)
packed Shamir sharing [e;, 1.

(b) All parties locally compute
k
[wl]n—l = Z[eij]k—1 : [w(])]n—k:-

J=1

(c) Let f : F* — TF* be a linear map such that x = f(x’). Let ¥ be the degree-
(n — 1) packed Shamir secret sharing scheme. Let ¥ be the degree-(n — k)
packed Shamir secret sharing scheme.

All parties invoke Fi,, with (2,3, f) and [«'],,_1, and output [x],, .

O(|C| - % + (Depth + ¢) - n) field elements of communication, where k = "=-1 and Depth is
the circuit depth.
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Chapter 14

Maliciously Secure Protocol

In this chapter, we discuss how to achieve malicious security. One difficulty is that corrupted
parties can change the secret of a degree-(n — k) packed Shamir sharing by changing their own
shares locally. We extend the idea of using information-theoretic MACs introduced in [[11} 30]
to authenticate packed Shamir sharings.

Concretely, all parties will prepare a random degree-(n — k) packed Shamir sharing [v],_,
where v = (7,7,...,7) € F* and ~ is a random field element in IF, in the preprocessing
phase (using the default positions). During the computation, a degree-(n — k) packed Shamir
sharing [x||pos],,_x is authenticated by computing a degree-(n — k) packed Shamir sharing [~ *
x||pos],—r. We use [x||pos],_ to denote the pair ([x|pos],—x, [ * x||pos],—r). Note that if
corrupted parties change the secret « to «’, they also need to change the secret v * @ to vy x a’.
However, since ~ is a uniform vector in F¥, the probability of a success attack is at most 1/|F|.
When the field size is large enough, we can detect such an attack with overwhelming probability.
Therefore in the following, we assume |F| > 2%, where & is the security parameter.

Recall that ¢ is the number of corrupted parties, and k = (n — ¢ + 1)/2. Then the number
of honest parties is n —t = 2k — 1. We focus on ”T_l < t < n — 1. Then k satisfies that
2k — 2 < n — k. The benefit is that for any 2k — 1 field elements in F, there is a degree-(n — k)
packed Shamir sharing such that the shares of honest parties are these 2k — 1 elements. In this
way, we can transform any attack that adds errors to the shares of honest parties to an attack that
adds errors to the secrets.

14.1 Performing Sharing Transformation with Malicious Se-
curity

We will only focus on the sharing transformation we use in our semi-honest protocol: For two
(potentially different) vectors of field elements pos = (py, ..., px) and pos’ = (pi, ..., p)) such
that they are disjoint with {«, ..., «a,}, all parties start with a degree-(n — 1) packed Shamir
sharing [z ||pos],_1. They want to compute a degree-(n — k) packed Shamir sharing [y||pos’],—
such that forall i € {1,2,...,k}, y; is equal to x; for some j.

We first construct a protocol that allows all parties to prepare a pair of random sharings for the
above transformation. It follows from Protocol RAND-SHARING with the concrete improvement
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discussed in Chapter|11.

14.1.1 Preparing Random Sharings for Sharing Transformations

Let IT = TI(pos, pos’, f) be the F-linear secret sharing scheme defined as follows:
e The secret space Z = [,
e The share space U = F2.
e For a secret € Z, the sharing of x is ([x||pos],—1, [f(x)|pos]n_k)-
e For a sharing X = (X, X3), we view X as a degree-(n — 1) packed Shamir secret
sharing scheme and reconstruct the secret .
Our goal is to prepare a pair of random sharings ([r||pos|,—1, [f(7)|[pos’].—x) where r is a

random vector in F*. In the malicious security setting, we allow an adversary to add a constant
vector to the secret of the second sharing. We summarize the functionality Fiand-sharing-mai 1N

Functionality

Figure 14.1: Functionality F..q-sharing-mal

1. Frand-sharing-mal T€C€IVEs the set of corrupted parties, denoted by Corr. Frand-sharing-mar alSO
receives I = II(pos, pos’, f).

2. Frand-sharing-mal T€Ceives from the adversary a set of shares {(u;,v;)}jecor, and a con-
stant vector d € F*,

3. Frand-sharing-mal samples a random vector r € F* and computes f(r) + d.

4. Frand-sharing-mai Samples a pair of random sharings ([r||pos|,_1,[f(r) + d||pos’],—x)
such that for all P; € Corr, the j-th share of ([r|pos|,_1,[f(r) + d|pos'],.—x) is

(15, v5)-
5. Frand-sharing-mal distributes the shares of ([r||pos],_1, [f(r) + d||pos’],—x) to honest par-
ties.
Let Iy, Iy, ..., II; be k F-linear secret sharing schemes in the above form. We will prepare

k random sharings, one for each secret sharing scheme. Our protocol will use F,,q to prepare
random degree-(n — k) packed Shamir sharings, and Fiynzero to prepare random degree-(n — 1)
packed Shamir sharings of 0. The description of Protocol RAND-SHARING-MAL appears in
Protocol 4.2

Lemma 14.1. For all k < (n + 2)/3, Protocol RAND-SHARING-MAL securely computes
Frand-sharing-mat 1 the { Frand, Frandzero } -hybrid model against a fully malicious adversary who con-
trols t = n — 2k + 1 parties.

Proof. We will construct a simulator S to simulate the behaviors of honest parties. Let Corr
denote the set of corrupted parties and H denote the set of honest parties.
The simulator S works as follows.
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Figure 14.2: Protocol RAND-SHARING-MAL

1. Foralli € {1,2,...,k}, letII; = ¥(pos,, pos., fi).

2. All parties invoke Frnazero and obtain (2k — 1) random degree-(n — 1) packed Shamir
sharings of 0, [01],,—1, - - -, [02k—1]n_1-

3. Forall j € {1,...,n}, all parties invoke F,,q and obtain a random degree-(n — k)
packed Shamir sharing [r;],,_;. Then all parties send their shares to P;. P; views it
as a degree-(n — 1) packed Shamir sharing and reconstructs 7;, which is used as his
shares of the degree-(n — 1) packed Shamir sharings in I, .. ., II,.

4. Forall j € {1,...,n — 2k + 1}, all parties invoke JF,,q and obtain a random degree-
(n — k) packed Shamir sharing [r,,4,],—. Then all parties send their shares to P;. P;
views it as a degree-(n — 1) packed Shamir sharing and reconstructs 7, ;, which is
used as his shares of the degree-(n — k) packed Shamir sharings in I1, . .., 1.

5. For all © € {1,...,k}, the shares of the degree-(n — 1) packed Shamir sharing
in 11, [7;||pos,]n—1, are set to be (ry,,...,r,;). And the first n — 2k + 1 shares
of the degree-(n — k) packed Shamir sharing in II;, [f;(7;)||pos.],.—, are set to be
(Tn+1,z‘, s ,T2n—2k+1,z‘)-

6. Note that each value in 7; is a linear combination of (ry;,...,r,;). Each value in
fi(7;) is a linear combination of the values in ;. And forall j € {n —2k+2,...,n},
the j-th share of [f;(7;)||pos}|,— is a linear combination of its first n — 2k + 1 shares
(Tnt14y - - - » Tan—2k+1,;) and the secret f;(7;). Thus, the j-th share of [ f;(7;)||pos}],—x is
a linear combination of (7, ..., 72,-2k+14). Let cgzi, . ng)n—zk; 1 be the coefficient
such that the j-th share of [f;(7;)||pos!].—x«

2n—2k+1
- @ .
Tntji = Cj,v To,i-
v=1

Forallj € {n—2k+2,...,n}andv € {1,...,2n—2k+1},letc;, = (DA,

.777“)7 ’ .y’v

7. Forall j € {n —2k+2,...,n}, all parties locally compute

2n—2k+1
[’rn—i-j}n—l = [Oj—n—l—Qk—l]n—l + Z Cjv - ['rv]n—k-

v=1

Then, all parties send their shares of [r,;],—1 to P;.

8. Forall j € {n —2k+ 2,...,n}, P; reconstructs [r,,|,—1 and learns 7, ;. Then,
for all ¢ € {1,2,... .k}, all parties output [7;||pos,]n—1 = (714,...,7n:) and
[fz‘(‘l'z‘)HpOSﬂn—k = (Tn+1,i> e 7r2n,i)-
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1. In Step 2, S emulates the functionality Fr,nqzero and receives the shares of [01],,_1, . - ., [02k—1]n—1
held by corrupted parties.

2. In Step 3, S emulates the functionality .4 and receives the shares of each [r;],_ held
by corrupted parties.

e For all corrupted party P;, S generates a random degree-(n — k) packed Shamir
sharing [r;],_ based on the shares held by corrupted parties. Then S sends the
shares held by honest parties to ;.

e For all honest party P;, S receives from corrupted parties their shares of [r;],,_.
Then S sets a degree-(n — 1) packed Shamir sharing [d;],,—; as follows:

(a) The share of each honest party is set to be 0.

(b) The share of each corrupted party is set to be the share of [r;],_ received from
this corrupted party minus the same share that this corrupted party should hold.

S reconstructs d; and views it as an additive attack towards P;’s shares.

3. In Step 4, S follows the same strategy as that in Step 3 but only for the first n — 2k +
1 parties. For each honest party P;, S extracts the additive attack towards P;’s shares,
denoted by §7.

4. InStep 7, forall j € {n—2k+2,...,n}, S computes the shares of [r,, ;],—1 that corrupted
parties should hold. Then, for each P; € {P,_ok12,..., Py},

e If P; is corrupted, S samples a random vector in F* as r,,, ;. Based on 7,,,; and the
shares of [r,,|,,—1 that corrupted parties should hold, S randomly samples the shares
of honest parties. Finally, S sends the shares of 7, ; held by honest parties to F;.

e If P; is honest, S receives from corrupted parties their shares of [r,;],—1. Then S
sets a degree-(n — 1) packed Shamir sharing [d],,—1 as follows:

(a) The share of each honest party is set to be 0.

(b) The share of each corrupted party is set to be the share of [r,;],_; received
from this corrupted party minus the same share that this corrupted party should
hold.

S reconstructs §; and views it as an additive attack towards P;’s shares.

Now S transforms the additive attacks towards the shares of honest parties to an additive

attack towards the secret of the second sharing in each I1;. For all i € {1,2,..., k},

e S computes a degree-(2k — 2) packed Shamir sharing [dgi) ||pos;|2k—2 Which is deter-
mined by using (d, ;) e as the shares of honest parties. dgi) is viewed as an additive
attack towards the secret of the first sharing in II,.

e S computes a degree-(2k — 2) packed Shamir sharing [dg) ||pos’]ok—2 which is deter-

" i) jen as the shares of honest parties. dg) is viewed as an additive

attack towards the secret of the second sharing in IT;.

S computes d@ = dY) — f;(d\).

5. Recall that S has computed r; and 7, ; for all corrupted party P;. Let sh;( [dgi) lpos,;|ok—2)
denote the j-th share of [d\” |lpos,;]ok—2, and shj([dgi) |pos’]ak—2) denote the j-th share of
[dY |[pos]or—o. Foralli € {1,2,...,k}, S sends {r;; + sh;([d\”|pos,lz—2), Tnssi +
sh; ([dgi) |post]ak—2)}jecorr and d® t0 Frand-sharing-mat (1)

mined by using (¢
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This completes the description of the simulator. Now, we show that the simulator we con-
structed above perfectly simulate the behaviors of honest parties.

We first show that the messages that honest parties send to corrupted parties have the same
distribution in both worlds. In Step 3, for each corrupted party F;, honest parties need to send
their shares of [r;],,_; to P;. Recall that [r;],_j is a random degree-(n — k) packed Shamir
sharing generated by Fianq. In the ideal world, S honestly follows F,,q to compute the shares of
honest parties. Therefore, the shares of [r;],,_ held by honest parties have the same distribution
in both worlds. Similarly, in Step 4, for each corrupted party P; of the first n — 2k + 1 parties,
the shares of 7,1 ;],,—x held by honest parties have the same distribution in both worlds.

In Step 7, for each corrupted party P; €€ {P,_o+2,..., P}, honest parties need to send
their shares of [r,;],,_1 to P;. Recall that 7, ; are used as the j-th shares of the degree-(n — k)
packed Shamir sharings in Iy, ... II;. Since the degree-(n — k) packed Shamir secret sharing
scheme has threshold ¢, the shares of corrupted parties are uniformly random. Therefore 7, ; is
uniformly distributed in F¥. Since all parties use a random degree-(n — 1) packed Shamir sharing
[0j_n+2k—1]n—1 as a random mask, [r,;],—1 is a random degree-(n — 1) packed Shamir sharing
of r,4; given the secret 7, ; and the shares of corrupted parties. In the ideal world, S randomly
samples the secret 7,1 ; and randomly samples the shares of honest parties in [r,,,],—1 based on
the secret 7, ; and the shares of corrupted parties. Thus, the shares of [r,,;],—1 held by honest
parties have the same distribution in both worlds.

Now it is sufficient to show that the shares of the output sharings held by honest parties have
the same distribution in both worlds. We note that the only thing that corrupted parties can do is
to send incorrect shares to honest parties.

* In the real world, in Step 3 for each honest party P;, I; uses the shares he received as a
degree-(n — 1) packed Shamir sharing and reconstructs 7*; (Here we use the tilde notation
to distinguish from the correct secret r; that ; should obtain.) Compared with the shares
that P; should received, the difference is the degree-(n — 1) packed Shamir sharing [;],,—
we constructed above. Thus, §; = 7; — r;. In the ideal world, S can compute [§,],_; as
described above. Similarly, in Step 4 and Step 7, S can extract §; = Tpyj — Ty

e Now for all i € {1,2,...,k} and for each honest party P;, the j-th share of the first
sharing in II; is deviated by d;, due to the malicious behaviors of corrupted parties. Let
[T;|lpos,],—1 denote the first sharing that all parties should obtain. Then the shares that
honest parties actually obtain are equal to the shares of [7;||pos;|,—1 + [dgi)Hposi]Qk,z,
where recall that [dgi) ||pos,]ax—2 is the degree-(2k — 2) packed Shamir sharing determined
by using (0;;);ex as the shares of honest parties. Note that when £ < (n + 2)/3, we
have 2k — 2 < n — 1. Therefore [7;||pos;|,—1 + [d” Hpos Jokoo = [ + d” llpos,]n_1-
Since [7;||pos;|,—1 is a random degree-(n — 1) packed Shamir sharing given the shares of
corrupted parties, [Tl—l-dl |lpos,],—1 is also a random degree-(n—1) packed Shamir sharing
given the shares of corrupted parties. Thus, by sending the shares of [r; + dgi) |lpos;|n—1 of
corrupted parties to Frand-sharing-mal> Frand-sharing-mal g€NErates the shares of [7;+ dgi) lpos;|n—1
of honest parties with the same distribution as that in the real world.

Similarly, for the second sharing [f;(7;)||pos}],,—x and for each honest party P;, the j-th
share is deviated by d}; due to the malicious behaviors of corrupted parties. Then the
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shares that honest parties actually obtain are equal to the shares of [f;(7;)||post].—r +
[dgi)Hpos;]%,g, where recall that [dg)Hposg]%,g is the degree-(2k — 2) packed Shamir
sharing determined by using (5;‘,2‘)3'67-[ as the shares of honest parties. Note that when
k < (n+2)/3, we have 2k — 2 < n — k. Therefore [f;(7;)||pos!]n_s + [dY ||pos!]ae_2 =
[fi(m)+ dg) |pos’],—x. Note that a degree-(n — k) packed Shamir sharing is determined by
the secret and the shares of corrupted parties. Since we have provided the shares of [; +
d(li) |lpos;]n—1 of corrupted parties to Frand-sharing-mal> the secret generated by Fiand-sharing-mal
would correspond to T; + dgi) . Then the additive errors to the secret becomes (f;(7;) +
dg)) — filmi + dgi)) = dg) - fi(dgi)) = d". Thus, by sending the shares of [f;(7;) +
déi) ||pos’],,—x of corrupted parties and the additive errors d®, Frand-sharing-mal g€NETates the
shares of [f;(7;) + déi) ||pos’],,—x of honest parties with the same distribution as that in the
real world.

We conclude that when k& < (n + 2)/3, Protocol RAND-SHARING-MAL securely computes
Frand-sharing-ma1 10 the { Frand, Frandzero }-hybrid model against a fully malicious adversary who con-
trols t = n — 2k 4 1 parties. [

14.1.2 Performing Sharing Transformation

Now we present the concrete protocol for performing the sharing transformation that we are
interested in. We modify the protocol TRAN by requiring that P, distributes a degree-(2k — 2)
packed Shamir sharing of the reconstruction result. In this way, the whole sharing is determined
by the shares of honest parties. Note that when k£ < (n + 2)/3, we have 2k — 2 < n — k. Thus,
all parties can still obtain a degree-(n — k) Shamir sharing at the end.

The description of the protocol TRAN-MAL appears in Protocol [14.3]

Figure 14.3: Protocol TRAN-MAL

1. All parties agree on the tuple (pos, pos’, f) where pos, pos’ are two vectors of field
elements in F* and f : F* — [F* is a linear map. All parties start with a degree-(n — 1)
packed Shamir sharing [x||pos],_1. The goal is to compute [f(x)||pos’],,—.

2. Let I = TIl(pos,pos’, f) defined in Chapter [14.1.1 All parties invoke
Frand-sharing-mal (I1) to prepare a random II-sharing ([r||pos],_1, [f(7)|pos’]n—k).

3. All parties locally compute [« + r||pos],—1 = [z||pos],_1+ [r|/pos],—1 and send their
shares to the first party P;.

4. P reconstructs the secret « + . Then P, computes f(x + r) and generates a degree-
(2k — 2) packed Shamir sharing [ f(x + 7)||pos’|ox_2. Finally, P, distributes the shares
of [f(x + 7)||pos’]ax_2 to all parties.

5. All parties locally compute [f(x)||pos’],—r = [f(x + 7)||pos|ak—2 — [f ()| pos]n—k-
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14.2 Circuit-Independent Preprocessing Phase

In the circuit independent preprocessing phase, all parties prepare the following correlated ran-
dom sharings:

e All parties prepare a random degree-(n — k) packed Shamir sharing [7],,_x, Where v =
(7,7, -..,7) € F* and 7 is a random field element, which is served as the MAC key.

¢ For every group of k input gates and output gates:

1. All parties prepare an authenticated random degree-(n — k) packed Shamir sharings
[*]n—k = ([7]n—r; [¥*T]n—k). In addition, all parties prepare another random degree-
(n — k) packed Shamir sharing [A],_j and compute the sharing [A % 7],,_;. Note
that ([7],,_x, [A % r],_1) can be seen as an authentication of the sharing [r],_ under
the MAC key [A],,_x. We will use ([r],_x, [A % 7],_) to allow a client to verify the
correctness of the secret 7 in the input protocol and the output protocol.

2. For every group of k output gates, all parties also prepare a random degree-(n — 1)
packed Shamir sharing of 0, denoted by [0],—;. We will use [0],,_; to protect the
shares of honest parties.

e For every group of k£ multiplication gates:

1. All parties prepare an authenticated packed Beaver triple ([a],_, [b]n—r, [€]n_k)
where a, b are random vectors in F* and ¢ = a * b.

2. All parties prepare two random degree-(n — 1) packed Shamir sharings of 0, de-
noted by [0V],,_1, [0®],,_1. In the multiplication protocol, these sharings are used
as random masks to protect the shares of honest parties.

e All parties also prepare the following sharings for the verification of the computation:
All parties prepare two random degree-(n — 1) packed Shamir sharings of 0, denoted by
[0M)],,_; and [0®],,_;. These two sharings are used to protect the shares of honest parties
when checking the correctness of multiplications.

The functionality Fprep-ma for the circuit independent preprocessing phase appears in Func-
tionality @ The size of the preprocessing data among all parties in Fyep.ma 18 summarized as
follows:

 The sharing of the MAC key [v],,—_: n elements.
e Per input gate: 4n/k elements.
e Per output gate: 5n/k elements.

e Per multiplication gate: 8n/k elements.

For the verification of the computation: 2 - n elements.
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Figure 14.4: Functionality F .., ma

Forep-mal T€CEIVES the set of corrupted parties, denoted by Corr. Fpyrep-ma Samples a random
field element y € F and sets v = (7,7, ...,7) € F*. Letd € {n — k,n — 1}. We define the
following two procedures.
® RANDSHARING(T, d): Fprep-mal T€Ceives from the adversary a set of shares {r; }jccorr-
Then Frep-mar Samples a random degree-d packed Shamir sharing [r]4 such that for all
P; € Corr, the j-th share of [r], is 7;. Finally, Fpyep-ma distributes the shares of [r], to
honest parties.

® AUTHSHARING(T):  Fpepmai receives from the adversary a set of shares
{(rj,u;)}jecorr- Then Fyrep.mai computes two degree-(n — k) packed Shamir sharings
([7)n—k; [¥ * 7]n—x) such that for all P; € Corr, the j-th shares of ([7],—g, [Y * 7]n—k)
are r;, u; respectively. Finally, Fpyep.ma distributes the shares of [r],,_, = ([7],—k, [ *
r],_1) to honest parties.
The ideal functionality Fpep-ma TUnSs the following steps.
1. Fprep-ma invokes RANDSHARING(7y, n — k) to prepare [],,_.
2. For every group of k input gates and output gates:
(@) Fprep-mal Samples a random vector r € F* and invokes AUTHSHARING(r) to
prepare [7],,_.
(b) Fprep-mal Samples a random vector A € F* and invokes RANDSHARING(A, n—k)
and RANDSHARING(A * 7, n — k) to prepare ([A],_r, [A *7],_k).
(c) For every group of k output gates, Fprep-ma invokes RANDSHARING(0, n — 1) to
prepare [0],,_1, where 0 = 0.
3. For every group of £ multiplication gates:
(@) Fprep-mal Samples two random vectors a, b € F* and computes ¢ = a * b. Then,
Forep-mai invokes AUTHSHARING(a), AUTHSHARING(b), and AUTHSHAR-
ING(c) to prepare ([a],—k, [b]n—rk, [c]n—k)-
(b) Fprep-ma invokes two times of RANDSHARING(0, n — 1) to prepare [0M)],,_1,
[0)],,_1, where oY) = 0(? = 0.

4. All parties prepare the following random sharings for the verification of the com-
putation: All parties invoke two times of RANDSHARING(0, n — 1) to prepare
[0M],,_1, [0P)],,_1, where o) = 0(?) = 0.

14.3 Online Computation Phase

14.3.1 Input Layer

For a group of k input gates belonging to the same client, let « be the values associated with
these k input gates. Suppose pos are the positions associated with these k gates. The goal is
to compute an authenticated sharing [x|pos],_x. Recall that for every group of & input gates,
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all parties have prepared the random sharings [7],—x, [A]—k, [A * 7],k 0 Fprep-mai, Where
[*]n-t = ([r]n—t, [7¥ * 7]n—r). At a high-level, all parties first send the random sharing [r],,_j to
the client, and make use of the random sharings [A],,_, [A * 7],_ to allow the client to verify
the correctness of the secret . Then, the client samples a random degree-(k — 1) packed Shamir
sharing [« + 7];_; and distributes the shares to all parties. In this way, all parties can compute

@]k = [T+ 71— [Pl
['7 * w]n—l = [:B + T]k—l : ['7]71—16 - ['7 * r]n—k

which is [x],_1 = ([®],_k, [Y * ®],_1). Finally, all parties apply two times of TRAN-MAL to
transform [x],,_; to [x||pos],_x. The description of INPUT-MAL appears in Protocol

Figure 14.5: Protocol INPUT-MAL

1. Suppose € F* is the input associated with the input gates which belongs to
Client. Also suppose pos are the positions associated with these gates. Let
[*]n—k, [Aln—k, [A * 7],_x be the random sharings prepared for these input gates in
Fprep-mal- Recall that [r],_x = ([7]n—, [¥ * T]n—k)

2. All parties send their shares of [r],,_x, [A],—k, [A * 7],_x to Client.

3. Client checks whether the shares of [r],_x, [A].—k, [A * 7],_; form valid degree-
(n — k) packed Shamir sharings. If not, Client aborts. Otherwise, Client reconstructs
the secret r, A, A * r and checks the MAC of r, i.e., whether the third secret is equal
to the coordinate-wise multiplication of the first two secrets. If not, Client aborts.

4. Tf both checks pass, Client generates a random degree-(k — 1) packed Shamir sharing
of x + r, denoted by [x + 7];_1, and distributes the shares to all parties.

5. All parties locally compute

@]k = [T+ T]io1 — [P

[7 * w]n—l = [:B + T]k—l : [7]n—k - ['7 * T}n—k

and set [x],—1 = ([®]0_, [V * ®]01).

6. Recall that 3 are the default positions for the packed Shamir secret sharing scheme.
All parties invoke TRAN-MAL on [x],,_, with (3, pos, I'), where [ is the identity map,
and obtain [x||pos],_j. All parties invoke TRAN-MAL on [y * x|, with (3, pos, I)
and obtain [y * x||pos],_.

7. All parties take [x||pos],—r = ([z|/pos]n—_&, [Y * x| /pos|,_k) as output.

14.3.2 Network Routing

We follow the same approach as that in our semi-honest protocol to realize network routing. To
obtain an authenticated degree-(n — k) packed Shamir sharing [x],,_x, we will apply the network
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routing protocol to compute each of ([x],_, [y * ],_x). The description of NETWORK-MAL
appears in Protocol

Figure 14.6: Protocol NETWORK-MAL

1.

. All parties take [x],_x = ([@®]._k, [ * ®]._k) as output.

Suppose all parties want to prepare an authenticated degree-(n — k) packed Shamir
sharing of  stored at the default positions 3.

Let a9,25,...,7, be the different wire values in x from previous
layers. Let c¢y,c9,...,c0, be the constant values in <. Let © =
(24, ..., 2). ¢, c0,0,...,0) € FR

For all 1 < i < /4, let [£|pos™],_ be the degree-(n — k) packed Shamir shar-

ing from some previous layer that contains the secret x; stored at position p;. Let
Dey+1, - - -, P be the first & — ¢ distinct positions that are different from py, ..., py,
and o, ..., q,. (In particular, p; € {f1,...,0} foralli € {¢{; +1,...,k}.) Let
pos = (P, k)

Let e; be the i-th unit vector in F” (i.e., only the i-th term is 1 and all other terms are
0). All parties locally compute a degree-(k — 1) packed Shamir sharing [e;||pos]x_i.

All parties locally compute

51 52
[@/[lpos],—1 = Y _[eillpos]i1 - [@|lpos™]u_ + > ci - [es sillposi-1
i=1 =1
01
[y« a'|posl,s = > [eillposli-y - [y * @ |[pos™],
=1

Lo
+Zci : [641+i||POS]1c—1 : [’Y]n—k

=1

Let f : F* — F* be a linear map such that x = f(x'). Recall that 3 are the default
positions for the packed Shamir secret sharing scheme. All parties invoke TRAN-MAL
on [@’||pos],,_1 with (pos, 3, f) and obtain [x],,_,. All parties invoke TRAN-MAL on
[v * &'||pos],—1 with (pos, 3, f) and obtain [y * ],_.

14.3.3 Evaluating Addition Gates and Multiplication Gates

Addition Gates. We follow the same approach as that in our semi-honest protocol to evaluate
addition gates. To obtain an authenticated degree-(n — k) packed Shamir sharing [z||pos], &
(the output sharing), we will invoke TRAN-MAL two times to transform [z],,_. to [z||pos],._x-
The description of PACKED-ADD-MAL appears in Protocol
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Figure 14.7: Protocol PACKED-ADD-MAL

1. Suppose [x],_k, [y]._« are the input packed Shamir sharings of the addition gates.
2. All parties locally compute [z],,_x = [®]n—x + [Y]n_k-

3. Suppose pos are the positions associated with these k addition gates. Recall that 3
are the default positions. All parties invoke TRAN-MAL on [z],,_ with (3, pos, I),
where [ is the identity map, and obtain [z||pos],_j. All parties invoke TRAN-MAL on
[v * z|,—1 with (8, pos, I) and obtain [y * z||pos],_.

4. All parties take [z||pos],—x = ([2][pos|n—k, [Y * z||pos].—) as output.

Multiplication Gates. For a group of k& multiplication gates, let [x],,_x, [y]._ be the input
sharings. Recall that all parties have prepared the following random sharings in Fprep-mal:

e An authenticated packed Beaver triple: ([a],—, [b]n—k, [€]n—k)-

e Three degree-(n — 1) packed Shamir sharings of 0: [o™"],,_1, [0®],,_;.
The goal is to compute an authenticated output sharing [z|pos],_r = [x * y||pos],_x, where
pos are the positions associated with these k£ gates. We follow a similar approach as that in our
semi-honest protocol. The first difference is that, all parties will use [0™"],,_1, [0¥],,_; to refresh
their shares when letting P, reconstructs © + a and y + b. The second difference is that P,
not only needs to distribute degree-(k — 1) packed Shamir sharings of  + a,y + b, but also a
degree-(k — 1) packed Shamir sharing of (x + a) - (y + b). In this way, all parties can locally
compute an authenticated degree-(n — 1) packed Shamir sharing of z = @ * y. The correctness
of the sharings distributed by P, will be checked later. Finally, we will invoke TRAN-MAL two
times to transform [z],,_; to [z||pos],_&-

The description of PACKED-MULT-MAL appears in Protocol

14.3.4 Output Layer

For a group of k output gates belonging to the same client, let & € F* be the values associated
with these k output gates. All parties hold [x],, . Let [r],_x, ([A]n—k, [A * 7],_%), [0]n—1 be
the random sharings prepared for these k output gates in Fpep.mal. 10 reconstruct the secret x to
the client:

1. All parties send to P, their shares of [ + 7|,,_1 := [0],—1 + [®]n_k + [T]n—k-

2. P reconstructs x + 7 and distributes a degree-(2k — 2) packed Shamir sharing [z + 7)oy 2.
Before reconstructing the secret to the client, all parties verify the correctness of the computation.

Verification of the Computation. To check the correctness of the computation, it is sufficient
to verify the following points:
1. For Input Phase:

e Each degree-(k — 1) packed Shamir sharing distributed by a client is a valid degree-
(k — 1) packed Shamir sharing.
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Figure 14.8: Protocol PACKED-MULT-MAL

1. Suppose [x],_, [y]._k are the input packed Shamir sharings of the multiplication
gates. All parties will use the following random sahrings prepared in the preprocessing
phase

® An authenticated packed Beaver triple: ([a],_, [b]n—r, [€]n_k)-
e Three degree-(n — 1) packed Shamir sharings of 0: [0(V)],,_1, [0?],,_1.

2. All parties locally compute [ +al,,_1 = [0"V],_1 + [x],_1 + [a],_r and [y +b], | =
[0(2)]n—1 + [Yln—k + [bln—t-

3. The first party P; collects the whole sharings [« + a],,_1, [y + b],_1 and reconstructs
the secrets  + a,y + b. Then, P, computes (x + a) - (y + b) and the sharings
[+ ali—1, [y +blg_1,[(x+a) (y+b)|x_1. Finally, P, distributes the shares to other
parties.

4. All parties locally compute

z]lno1 = [(x+a) (y+b)r1— [®+alp_1-[b]ns
—[y + bli—1 - [@ln—k + [c]ni
Y*zlh1 = [Vwr [(®+a) (Y+b)1—[x+alpr-[y*bl i

[y + 0l [y xalng + [y el

and set [2],—1 = ([2]n_1, [ * Z]n_1)-

5. Suppose pos are the positions associated with these &£ multiplication gates. Recall that
(3 are the default positions. All parties invoke TRAN-MAL on [z],,_; with (3, pos, I),
where [ is the identity map, and obtain [z||pos|,_x. All parties invoke TRAN-MAL on
[v * z],—1 with (8, pos, I) and obtain [y * z||pos]|,_.

6. All parties take [z||pos],—x = ([2]|[pos]|n—k, [Y * z||pos].—«) as output.

e All parties obtain correct [x||pos],_x from [x],_; when using TRAN.

2. For Network Routing: All parties obtain correct [x],_j from [&’||pos],_1 when using
TRAN.

3. For Addition Gates: All parties obtain a correct output sharing [z||pos],_x from [2],_x
when using TRAN.

4. For Multiplication Gates:

* [ + ali—1,[y + bli—1,[(x + @) - (y + b)]x—1 are valid degree-(k — 1) packed
Shamir sharings. The first two secrets are identical to the secrets of [z + a],—r =
[x]n—x + [a]n—k and [y + b],,—x = [y]n—k + [b]n—k. and the third secret is equal to
the coordinate-wise multiplication between the first two secrets.

e All parties obtain a correct output sharing [z||pos],_x from [z],_; when using
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TRAN.

5. For Output Gates: The secret of [ + r]s;_» is identical to the secret of [x + 7], =
[[$]]n—k + [['r]]n—k-

We will use an ideal functionality F., that allows all parties to commit their values. The
description of F,, appears in Functionality It has been shown in [30] that F,., can be
realized with the cost of 2n? + n elements of preprocessing data and 4n? elements of communi-
cation.

Figure 14.9: Functionality F,

1. Oninput (Commit,v,1,7,) by P;, Feom stores (v, i, 7,,) and outputs (i, 7,) to all parties,
where 7, represents a handle for the commitment.

2. On input (Open,,7,) by P;, Feom outputs (v,4,7,) to all parties if exists, or abort
otherwise.

We will first verify that all degree-(k — 1) packed Shamir sharings are valid.

Verification of Degree-(k — 1) Packed Shamir Sharings. The verification is done by comput-
ing a random linear combination of all degree-(k — 1) packed Shamir sharings and checking the
correctness of the resulting degree-(k — 1) packed Shamir sharing by each party. Note that we do
not need to protect the secrecy of these sharings since they are generated by P; or a client, who
can be corrupted. The description of CHECK-CONSISTENCY appears in Protocol Recall
that the cost of F.oy is 2n% 4+ n elements of preprocessing data and 4n? elements of communi-
cation. The total cost of CHECK-CONSISTENCY is 2n® + n? elements of preprocessing data and
4n? + n? elements of communication.

Lemma 14.2. If there exists i € {1,2,...,m} such that the shares of [xV];_, of honest parties
do not correspond to a valid degree-(k — 1) packed Shamir sharing, with probability at least
1 — m/|F|, all honest parties abort in CHECK-CONSISTENCY.

Proof. By Fcom, all parties obtain a uniform element A in Step 3. Consider the polynomial
[F(/\)]k—l = [w(l)]k_l + [-’L'(2)]k_1 A+ .+ [w(m)]k_l . /\m—l'

By Lagrange interpolation, for any m different points AV, A, .. A(™)_ there is a one-to-one
linear map from {[F(A®)],_1}7, to {[x@],_1}}™,. Thus, if there exists s € {1,2,...,m} such
that the shares of [z(V];_; of honest parties do not correspond to a valid degree-(k — 1) packed
Shamir sharing, then the number of A € F such that the shares of [F'(\)];_; of honest parties
correspond to a valid degree-(k — 1) packed Shamir sharing is bounded by m — 1. Since A is a
uniform element in F, the probability of sampling such a A is bounded by (m — 1) /|F| < m/|F|.
Note that for every A where the shares of [F'(\)];_1 of honest parties do not correspond to a valid
degree-(k — 1) packed Shamir sharing, all honest parties will abort since they will always receive
the correct shares of honest parties. Thus, the lemma holds. ]
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Figure 14.10: Protocol CHECK-CONSISTENCY

1. Let m be the number of degree-(k — 1) packed Shamir sharings that all parties need to
check. These m sharings are denoted by

[m(l)]k—la [w@)]k—la ceey [m(m)]k—l

2. Each party P, samples a random field element \; € [F and invokes F.,, with
(Commit, A;, i, Ty, )-

3. Each party P; invokes Foy With (Open, i, 7y,). All parties set A = A + Ao+ ... + A,..
4. All parties locally compute

[m]k_l = [w(l)]k_l + [:B(Z)]k_l ) + ...+ [$(m)]k_1 . )\m—l'

5. All parties send their shares of [x];_; to all other parties. Then each party P; checks
whether the shares of [x],_; form a valid degree-(k — 1) packed Shamir sharing. If
not, P; aborts. Otherwise, F; accepts.

Verification of the Secrets of Degree-(2k — 2) Packed Shamir Sharings. In this part, for a
pair of sharings ([x]2x—2, [x].—k), we want to verify that the secret of [x]o_» is identical to that
authenticated in [x],,_,. We assume that we do not need to protect the privacy of the secret.

This can be used to verify the secrets of [« + a]j_1, [y + b1 for multiplication gates (note
that we can always view a degree-(k — 1) packed Shamir sharing as a degree-(2k — 2) packed
Shamir sharing), and the secret of [ + 7]o;_o for output gates. Also for the correctness of
(x4 a) - (y+ b)|i_1, note that [(x + a) - (y + b)]r—1 — [® + alp—1 - [y + b]i_1 should be a
degree-(2k—2) packed Shamir sharing of 0. We can also verify the secret of [(x+a)-(y+b)]x_1.

At a high-level, we simply compute a random linear combination of all pairs of random
sharings and then reconstruct the resulting pair of sharings. The verification protocol will use the
two degree-(n — 1) packed Shamir sharings of 0, [0V)],,_; and [0¥],_1, prepared in Fprep mal-
The description of CHECK-SECRET appears in Protocol Recall that the cost of Fqpy 1S
2n? + n elements of preprocessing data and 4n? elements of communication. The total cost
of CHECK-SECRET is 8n® + 4n? elements of preprocessing data and 16n> + n? elements of
communication.

Informally, the effectiveness of CHECK-SECRET comes from the following two points:

e Foralli € {1,2,...,m}, corrupted parties cannot change the secret of [u("]y;,_, and the
secret authenticated by [u?],,_,. The former is because the secret of a degree-(2k — 2)
packed Shamir sharing is determined by the shares of honest parties. The latter is due to
the security of the information-theoretic MAC.

e If there exists i € {1,2,...,m} such that the secret of [uV]y,_, is different from the
secret authenticated by [u?],,_;, with overwhelming probability (when the underlying
field IF is large enough), the secret of [u]o,—o is different from the secret authenticated by
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Figure 14.11: Protocol CHECK-SECRET

1. Let {([u®]y_2, [u®],_1)}™, be the m pairs of sharings that all parties want to check.
Let [0Y],,_1,[0?],_1 be the random degree-(n — 1) packed Shamir sharings of 0
prepared in Fpep-mal, and [y],—j be the degree-(n — k) packed Shamir sharing of the
authentication key prepared in Fpep-mal-

2. Each party P, samples a random field element \; € [ and invokes JF,, with
(Commit, A;, i, Ty, )-

3. Each party P; invokes Feon, With (Open, i, 7y,). All parties set A = Ay + Ao+ ... + A,..
4. All parties locally compute

uM s + [ o - A+ ™y AT

2 [
[u]n—l = [0(1)]n—1 + [U(l)]n_k -+ [U/(Q)]n_k . )\ + ...+ [u(m)]n_k . )\m—17
[vxul, 1 = [0(2)]n_1 + [y % u(l)}n_k + [y % u(2)]n_k A+

+y xw™], - AL

5. All parties send their shares of [u]o;_» to all other parties. All parties also commit their
shares of [u]n—1, [y * uln—1, [V]n—k using Feom.

6. All parties open their shares of [u],, 1, [y * u|,_1, [Y]n_r using Feom- Then each party
P; checks the following:

(a) The shares of [u]o;_o form a valid degree-(2k — 2) packed Shamir sharing.

(b) The shares of [],_x form a valid degree-(n — k) packed Shamir sharing and the
secret 4y is in the form of (7,7, ...,v) € F*.

(c) The secrets of [ul,_1, [y * u|,_1, [¥]._ satisfy that the second secret is equal to
the coordinate-wise multiplication of the first secret and the third secret.

(d) The secret of [u]ay_o is the same as the secret of [u),, ;.

If all checks pass, P; accepts. Otherwise, P; aborts.

[u]n-1 = ([u]p1, [ * u]n_1).
The formal argument is deferred to the final proof of the whole protocol.

Security of TRAN. In the final proof of the whole protocol, we will show that what an ad-
versary can do in TRAN is to insert an additive error to the secret of the resulting sharing.
Since we obtain [f(x)||pos],_x from [x|pos],—1 by invoking TRAN on [x||pos],_1 and [v *
x||pos],_1 separately, by the security of the information-theoretic MAC, any additive errors in-
serted by the adversary will lead to an invalid authenticated degree-(n—k) packed Shamir sharing
[f (x)||pos],—k with overwhelming probability. Such attacks can be detected when verifying that
the reconstruction of the authenticated sharings when evaluating multiplication gates and output
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gates are correct, which is covered by Protocol CHECK-SECRET.

Reconstructing the Output. After all parties verify the computation, they reconstruct the
function output to the clients. For a group of £ output gates belonging to the same client,
let x € TF* be the values associated with these k output gates. All parties hold [z], ;. Let
[r]n—k, ([Aln—, [A * 7],—k), [0]n—1 be the random sharings prepared for these & output gates
in Fpep-ma- Recall that all parties have obtained a degree-(2k — 2) packed Shamir sharing
[® + 7]ax_2. To reconstruct the secret x to the client:

1. All parties send their shares of [x + 7|o;_o to the client to allow him to reconstruct the
secret  + 7.

2. All parties send their shares of [r],_, [A],—k, [A * 7],_j to the client to allow him to
reconstruct and verify the secret r.

Finally, the client can compute * = (x + ) — 7. The description of OUTPUT-MAL appears in
Protocol [14.12

Figure 14.12: Protocol OUTPUT-MAL

1. Suppose = € F* is the output associated with the output gates which belongs to Client.
Let [7]n—k, ([A]ln—k, [A * 7],_k), [0]n—1 be the random sharings prepared for these
output gates in Fpep-ma- Recall that [r],_x = ([r],—k, [ * 7],—k). All parties hold
[® + 7]ox_2 at the beginning of the protocol.

2. All parties send their shares of [ + 7|ok_o, [F]n_k, [A]n—k, [A * 7],_ to Client.

3. Client checks whether the shares of [x + r]o;_» form a valid degree-(2k — 2) packed
Shamir sharing. If not, Client aborts. Otherwise, Client reconstructs the secret « + 7.

4. Client checks whether the shares of [r],_x, [A]._k, [A * r],_; form valid degree-
(n — k) packed Shamir sharings. If not, Client aborts. Otherwise, Client reconstructs
the secret r, A, A x r and checks the MAC of r, i.e., whether the third secret is equal
to the coordinate-wise multiplication of the first two secrets. If not, Client aborts.

5. If all checks pass, Client computes = (x + 7) — 7.

14.4 Main Protocol

Now we are ready to introduce the main protocol. We restate the ideal functionality Jin-mal
below. The description of PACKED-MAIN-MAL appears in Protocol [14.13]

Lemma 14.3. Forall k < (n+2)/3, Protocol PACKED-MAIN-MAL securely computes Fain-mai
in the {Fprep-mats Frand-sharing-mats Feom }-Hybrid model against a fully malicious adversary who
controls t = n — 2k + 1 parties.
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Figure Functionality F,.iy-mal

1. Fiain-ma receives from all clients their inputs.

2. Fmain-ma €Valuates the circuits and computes the output. F.in-ma first sends the output
of corrupted clients to the adversary.

e If the adversary replies continue, Fanma distributes the output to honest
clients.

¢ If the adversary replies abort, Fiain-ma S€nds abort to honest clients.

Proof. Let A denote the adversary. We will construct a simulator S to simulate the behaviors
of honest parties. Let Corr denote the set of corrupted parties and H denote the set of honest
parties.

Throughout the simulator, S will keep tracking the shares that should be held by corrupted
parties. We will maintain the invariant that for all degree-(2k — 2) packed Shamir sharings
(including degree-(k — 1) packed Shamir sharings), S will learn the whole sharings and their
secrets. For every authenticated degree-(n — k) packed Shamir sharing [x||pos],—x, S will
compute a pair of vectors, which are the additive errors to the secret and its MAC due to the
behaviors of corrupted parties.

Simulation of PACKED-MAIN-MAL. In the preprocessing phase, S emulates the functional-
ity Fprep-ma and receives the shares of corrupted parties.

Simulating the Input Phase. In Step 3, for every group of k input gates of Client;, S simu-
lates INPUT-MAL. In Step 1 of INPUT-MAL, recall that S has learnt the shares of [7],—, ([A]n—k,
[A % 7],_) of corrupted parties when emulating Fep-mar. Starting from Step 2 of INPUT-MAL,
there are two cases:

e If Client; is honest, in Step 2, S receives the shares of [r],,_, [Al],_k, [A * 7],_j of cor-
rupted parties.
In Step 3, for each sharing [pl,—x € {["]n—k, [A]n—k, [A * 7],_x}, S computes a sharing
[0(p)]n—k Which is defined as follows:
1. The shares of all honest parties are set to be 0.
2. For each corrupted party P;, the j-th share is equal to the j-th share of [p],,_ received
from P; minus the same share that P; should hold.
S checks whether [0(p)],,— is a valid degree-(n — k) packed Shamir sharing of 0. If not,
S aborts on behalf of Client;.
Otherwise, in Step 4, S generates a random vector as  + r and honestly follows the
protocol by generating a random degree-(k — 1) packed Shamir sharing [« + r];_; and
distributing the shares to corrupted parties.
In Step 5, S computes the shares of [x],,_; held by corrupted parties.
e If Client; is corrupted, in Step 2, S samples two random vectors 7, A and computes the
whole sharings [7],,—x, [A]n—k, [A * 7],,_x. Then S sends the shares of honest parties to
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Figure 14.13: Protocol PACKED-MAIN-MAL

1. Preprocessing Phase. All parties invoke Fep.mai t0 prepare correlated randomness
for the online phase.

2. Initialization. Let o, ..., a, be distinct field elements in [F which are used for the
shares of all parties in packed Shamir secret sharing schemes. Let 3, ..., §j¢| be |C]
distinct field elements that are different from oy, ..., a,. Let 3 = (B4, ..., Bx) be the
default positions for the packed Shamir secret sharing schemes. We associate the field
element J3; with the i-th gate in C.

3. Input Phase. Let Clienty, ..., Client. denote the clients who provide inputs. All input
gates are divided into groups of size k based on the input holders. For every group of
k input gates of Client;, suppose x are the inputs, and pos = (pi,...,px) are the
positions associated with these k gates. All parties and Client; invokes INPUT-MAL to
obtain [x||pos],_.

4. Evaluation Phase. All parties evaluate the circuit layer by layer as follows:

(a) For the current layer, all gates are divided into groups of size k based on their
types (i.e., multiplication gates or addition gates). For each group of £ gates, let
x,y be the inputs of all gates. All parties invoke NETWORK-MAL to prepare
[2]— and [y],—&-

(b) For each group of k gates, let pos be the positions associated with these k gates.
For addition gates, all parties invoke PACKED-ADD-MAL on ([&],—, [y]n—k),
and obtain [z||pos],_x. For multiplication gates, all parties invoke PACKED-
MULT-MAL on ([x],_, [y].—x) and obtain [z||pos], -

5. Output Phase. All output gates are divided into groups of size k based on the output
receiver. For every group of & output gates of Client;, suppose « are the inputs. All
parties invoke the protocol NETWORK-MAL to prepare [x],_,. Then, all parties run
the following steps.

(a) Let [r]n_k, ([Aln—k, [A * 7],_k), [0],—1 be the random sharings prepared for
these k output gates in Fprep-mar. All parties send to P; their shares of [x+7], 1 :=
[0]n—1 + [®]n—k + [P]n—t-

(b) P; reconstructs « + r and distributes a degree-(2k — 2) packed Shamir sharing
[:v + 'I"] 2k—2-

Now all parties verify the computation. (1) All parties invoke CHECK-CONSISTENCY
to check the correctness of all degree-(k — 1) packed Shamir sharings. (2) All parties
invoke CHECK-SECRET to check the correctness of the secrets of the degree-(2k — 2)
(including degree-(k — 1)) packed Shamir sharings generated by P;.

If all parties accept the verification, all parties and Client; invoke OUTPUT to recon-
struct the output x to Client;.
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Client; on behalf of honest parties.

In Step 4, S receives from Client; the shares of [« + 7|;_; of honest parties. S checks
whether the shares of [« + r];_; held by honest parties form a valid degree-(k — 1) packed
Shamir sharing. If true, S recovers the whole sharing [ + 7];_1, reconstructs the secret of
[ + 7]ok—2, and computes = (x + ) — . Otherwise, S sets the shares of [ + 7];_; of
corrupted parties to be all 0 and sets & = 0. In this case, S will abort during the verification
of degree-(k — 1) packed Shamir sharings.

In Step 5, S computes the shares of [x],,_; held by corrupted parties.

In Step 6 of INPUT MAL, S simulates TRAN-MAL. The simulation is done as follows:

1. In Step 2, S emulates the ideal functionality Frung-sharing-mai and receives the shares of
corrupted parties and the additive error d. Suppose these two sharings are denoted by
([rllpos]n-1, [f(r) + dllpos'ln—).

2. In Step 3, S generates a random degree-(n — 1) packed Shamir sharing as [« + 7||pos|,,—1
based on the shares held by corrupted parties. S reconstructs the secret « +r and computes
flx+r).

3. In Step 4, S honestly follows the protocol and learns the shares of [f(x + 7)||pos/]ex_2
of honest parties. Since it is a degree-(2k — 2) packed Shamir sharing, S recovers the
whole sharing by using honest parties’ shares. Then S reconstructs the secret f(x + r) (to
distinguish from the correct secret).

4. In Step 5, S computes the shares of the resulting sharing held by corrupted parties. Note
that the resulting sharing has secret f(x + r) — (f(r) + d). On the other hand, the correct
secret should be f(x). Therefore, effectively, the adversary inserts an additive error

d=(fle+r)—(f(r)+d) - f(z)=fl@+7)- fl+7)—d
Note that S learns f(x + r), f(x + r),d. S computes the error 6.

Let 8,1, 02 be the additive errors in the invocation of TRAN-MAL on [x],,—; and the invocation of
TRAN-MAL on [y * x],,_;. We associate (87, d5) with the authenticated sharing [x||pos],,_-

S invokes the ideal functionality JFain.ma and sends to F.in-ma the input of corrupted parties
extracted above. Then S receives the output of corrupted parties from F,in-mal-

Simulating the Evaluation Phase. In Step 4.(a), S simulates NETWORK-MAL.

1. The first 5 steps only involve local computation. S computes the shares of ([z'||pos],_1, [
&'||pos],—1) held by corrupted parties. For all i € {1,2,...,¢}, each value 2} is in
the authenticated degree-(n — k) packed Shamir sharing [2*|pos™],,_x. Recall that for
every authenticated degree-(n — k) packed Shamir sharing, S has computed a pair of
vectors, which are the additive errors to the secret and its MAC due to the behaviors of
corrupted parties. S extracts the errors associated with the value x; and its MAC for all
i€ {1,2,...,0,}. Then, for all i > ¢;, S sets the errors associated with the value x and
its MAC to be 0. In this way, S obtains two vectors (87, d5), which are the additive errors
to the secrets of ([«'||pos],_1, [ * '||pos],_1)-

2. In Step 6, S simulates TRAN-MAL as described above, and extracts the additive errors
87, 84 in the invocation of TRAN-MAL on [2'||pos],,—; and the invocation of TRAN-MAL
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on [y * &'|pos],_1. Then the additive errors associated with the authenticated sharing

[®]n— are (£(07) + 07, (05) + 07).

In Step 4.(b), for each group of addition gates with input sharings [x],_ and [y]._x, S
simulates PACKED-ADD-MAL.

1. In Step 2, S computes the shares of [z],,_ held by corrupted parties. The vector of additive
errors associated with [z],,_ are the sum of the vectors of additive errors associated with
[x] .-« and [y],.—x. Suppose the vector of additive errors associated with [z],,_ is denoted
by (67, 85).

2. In Step 3, S simulates TRAN-MAL as described above, and extracts the additive errors
87,44 in the invocation of TRAN-MAL on [z],,_; and the invocation of TRAN-MAL on
[v * z],_k. Then the additive errors associated with the authenticated sharing [z||pos],
are (0] + 987,05 + 87).

For each group of multiplication gates with input sharings [x],,_x and [y],—x, S simulates
PACKED-MULT-MAL.

1. In Step 2 of PACKED-MULT-MAL, S computes the shares of [x + a],—1, [y + b}, of
corrupted parties and sets the shares of [x + al,,—1, [y + b],,—1 of honest parties to be
uniform elements. Then S reconstructs the secrets « + a and y + b.

2. In Step 3 of PACKED-MULT-MAL, since the whole sharings [« + a],_1, [y + b],,—1 have
been generated, S honestly follows the protocol. At the end of Step 3 of PACKED-MULT-
MAL, S receives the shares of [x + ali_1, [y + blr—1, [(x + a) - (y + b)],_1 of honest
parties from P, (which is either honestly simulated by S or controlled by the adversary).
S checks whether the shares of [ + alx_1, [y + blx—1, [(x + a) - (y + b)]x_; of honest
parties form valid degree-(k — 1) packed Shamir sharings.

e If true, S recovers the whole sharings [ + alx_1, [y + blx—1, [(x + a) - (y + b)]x-1
using the shares of honest parties and then reconstructs the secrets  + a, y + b, and
(x 4+ a) - (y +b). Then S computes three vectors

nY = (xta)-(zr+a)
W? = GFH) - (+b)
n? = (z+a) (y+b)—(xFa)) (y+b)

e Otherwise, S sets the shares of [z + a]i_1, [y + b]r_1 of corrupted parties to be all

0. In this case, S will abort during the verification of degree-(k — 1) packed Shamir
sharings.

3. In Step 4 of PACKED-MULT-MAL, S computes the shares of [z],,_1, [y*2],_1 of corrupted

parties.

4. In Step 5, S simulates TRAN-MAL as described above, and extracts the additive errors

d1, 07 in the invocation of TRAN-MAL on [z],_; and the invocation of TRAN-MAL on

[v * z],_1. Then the additive errors associated with the authenticated sharing [z||pos],

are (01, 02).
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Simulating the Output Phase. For every group of % output gates of Client;, suppose « are
the inputs. S first simulates NETWORK-MAL as described above and compute the additive errors
associated with the authenticated degree-(n — k) Shamir sharing [x],,—.

In Step 5.(a), S computes the shares of [x + 7|,,_; of corrupted parties and sets the shares of
[ + 7],—1 of honest parties to be uniform elements. Then S reconstructs the secrets « + 7.

In Step 5.(b), S honestly follows the protocol and learns the shares of [x + 7]o;_2 held by
honest parties. S recovers the whole sharings [x + 7|2;,_» using the shares of honest parties and
then reconstructs the secrets « + r. Then S computes n = x +r — (x + 7).

Then S simulates the verification process. For CHECK-CONSISTENCY,

1. In Step 2, for each honest party P;, S emulates F,, by outputting (i, 7,,) to all parties.
For each corrupted party F;, S honestly emulates F,,, and learns ;.

2. In Step 3, without loss of generality, assume that P, is an honest party. S samples a random
element as \. For each honest party P; # P,, S samples a random element as \;. Then
An 1S set to be A — Z?:_ll A;. For each honest party P;, S emulates F., by outputting
(Ai, 4, Ty, ). For each corrupted party P;, S honestly emulates Feop.

3. Recall that for all degree-(k — 1) packed Shamir sharings generated in PACKED-MULT-
MAL, § has already learnt the shares of honest parties. Therefore, S honestly follows the
rest of steps in CHECK-CONSISTENCY. If no party aborts at the end of PACKED-MULT-
MAL but there exists a degree-(k — 1) packed Shamir sharing such that the shares of honest
parties do not form a valid degree-(k — 1) packed Shamir sharing, S aborts.

For CHECK-SECRET,

1. In Step 1, a pair of sharings ([u?]y;_s, [u”],._x) may come from three places:

e It may be ([x + al;_1, [x + a],_x) in PACKED-MULT-MAL. In this case, S has
computed the error V) which is the secret of [z + a],_; minus the secret of [x +
aj,,—. Note that, S learns the secrets of both sharings.

e Itmaybe ([(x+a) - (y+b)|x—1—[x+ap—1-[y+bli_1,0) in PACKED-MULT-MAL,
where the second sharing is all-0 sharing. In this case, S has computed the error n(®),
which is the secret of [(z + @) - (y + b)]x—1 — [ + a]x—1 - [y + b]x—1. Note that, S
learns the secrets of both sharings.

e It may be ([ + 7|x_1, [ + r].—x) in Step 5 of PACKED-MAIN-MAL. In this case,
S has computed the error i which is the secret of [ + r];_; minus the secret of
[z + 7],—k. Note that, S learns the secrets of both sharings.

Thus, in any case, S learns the secrets of both sharings. S also learns the shares held by
corrupted parties, and the additive errors associated with [u(],, .

2. In Step 2 and Step 3, S emulates the ideal functionality F_, in the same way as that in
CHECK-CONSISTENCY.

3. In Step 4,

e S computes the whole sharing [u]s;,_» and the secret w

e S computes the shares of [u],_; held by corrupted parties, and the secret w. Then S
randomly samples the shares of honest parties based on the secret v and the shares
of corrupted parties.
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¢ S samples a random element as  and sets v = (7,7, ..., v) € F*. Then S computes
the shares of [7],,_; based on the secret v and the shares of corrupted parties.

e S computes the shares of [+ * u],_; held by corrupted parties. Recall that S has
computed a vector of additive errors for each [u(V],_, denoted by (5@, 6§i)). S
computes the additive errors to ([u],_1, [y * u],_1), denoted by (81,d,). Then S
computes the secret of [y * ul,_1 by y*xu = v * u + d — y * §;. S randomly
samples the shares of [+ * u],_; of honest parties based on the secret 4 * u and the
shares of corrupted parties.

4. In Step 5 and Step 6, since the whole sharings [w]ox—2, [t]n—1, [V *U]n—1, [¥]n—r have been
generated, S honestly follows the protocol and honestly emulates F.,,. If no party aborts
at the end of CHECK-SECRET but the following case occurs, S aborts.

e There exists ([u?]y_o, [u?],_x) such that their secrets do not satisfy

a® — ) _ 50

After the verification, S simulates OUTPUT-MAL.

1. If Client; is corrupted, S learns the output & from Fi4in-ma. Recall that S learns the whole
sharing of [« + 7];_o and the secret  + r. S computes r = (x + ) — . Then S
recovers the whole sharing [r],,_, using the secret r and the shares of corrupted parties. S
samples a random vector as A and computes A x r. Then S recovers the whole sharings
[A],_k, [A * 7], using the secrets A, A x r and the shares of corrupted parties.

Since the whole sharings [ + 7]ok_2, [7]n—k, [A]n_k, [A * 7], have been generated, S
honestly follows the protocol.

2. If Client; is honest, S receives the shares of [x + 7]og_o, []n—k, [A]n—k, [A * 7], of
corrupted parties. For [x + 7]o_o, if the shares received from corrupted parties are not
equal to the shares that corrupted parties should hold, S aborts on behalf of Client;.

For each sharing [p|,_x € {["|n—k, [A]ln—k, [A * 7], }, S computes a sharing [§(p)],_x
which is defined as follows:
(a) The shares of all honest parties are set to be 0.
(b) For each corrupted party P;, the j-th share is equal to the j-th share of [p],,_ received
from P; minus the same share that P; should hold.
S checks whether [0(p)],,— is a valid degree-(n — k) packed Shamir sharing of 0. If not,
S aborts on behalf of Client;.

This completes the description of the simulator S.

Hybrid Argument. Now we show that S perfectly simulates the behaviors of honest parties
with overwhelming probability. Consider the following hybrids.

Hybrid,: The execution in the real world.

Hybrid,: In this hybrid, S simulates CHECK-CONSISTENCY. Compared with Hybrid,,
there are two changes:

¢ The functionality F,y is emulated by S and the random element A is chosen by S. Note
that in Hybrid,,, corrupted parties only receive from Fon, (4, 7y,) for each honest party in
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Step 2 of CHECK-CONSISTENCY. Therefore, for each corrupted party F;, the value ), is
independent of the values of honest parties. It means that the element A\ computed in Step
3 of CHECK-CONSISTENCY is uniformly random. In Hybrid,, S simply outputs (i, 7y,)
on behalf of F,, for each honest party in Step 2 of CHECK-CONSISTENCY. Then &
samples a random element A and then samples the value \; for each honest party such that
the summation of all \;’s is A. Therefore, the distribution of these two steps is identical to
that in Hybrid,,.

e S will abort if no party aborts in CHECK-CONSISTENCY but there exists a degree-(k — 1)
packed Shamir sharing such that the shares of honest parties do not form a valid degree-
(k — 1) packed Shamir sharing. By Lemma it happens with probability at most

Recall that |F| > 2%, where k is the security parameter. Therefore, the distribution of Hybrid, is
statistically close to the distribution of Hybrid,,.

Hybrid,: In this hybrid, S computes the shares that corrupted parties should hold as de-
scribed above. For each authenticated degree-(n — k) packed Shamir sharing, S also computes a
pair of vectors, which are the additive errors to the secret and its MAC. For each degree-(2k — 2)
(including degree-(k — 1)) packed Shamir sharing, S computes the whole sharing by using the
shares of honest parties. Note that we do not change the way that S simulates the behaviors of
honest parties. Therefore the distribution of Hybrid, is identical to the distribution of Hybrid, .

Hybrid;: In this hybrid, S simulates CHECK-SECRET (including the simulation of the au-
thentication key). Compared with Hybrid,, there are three changes:

¢ The functionality F_ .y is simulated by & and the random element A is chosen by S. Fol-
lowing the same argument as that in Hybrid,, the distribution of these two steps is identical
to that in Hybrid,.

e S samples a random element as 7y and sets v = (,7, ..., 7). Then S computes the shares
of [v]._k of honest parties based on the secret and the shares of corrupted parties.
In Hybrid,, we argue that the messages that honest parties send to corrupted parties be-
fore CHECK-SECRET are independent of the shares of [],,_; held by honest parties. The
messages sent from honest parties to corrupted parties have 3 different kinds:

= The shares of a random degree-(n — k) packed Shamir sharing of honest parties
directly learnt from Fep.mai- This kind includes Step 2 of INPUT-MAL.

* The shares of a random degree-(n—1) packed Shamir sharing of honest parties, which
are uniformly random field elements. This kind includes Step 3 of TRAN-MAL, the
first half of Step 3 of PACKED-MULT-MAL, and Step 5.(a) of PACKED-MAIN-MAL.

* The degree-(2k —2) (including degree-(k— 1)) packed Shamir sharings whose secrets
are uniformly random. This kind includes Step 4 of TRAN-MAL, Step 4 of INPUT-
MAL, the second half of Step 3 of PACKED-MULT-MAL, and Step 5.(b) of PACKED-
MAIN-MAL.

* The linear combinations of shares of degree-(k — 1) packed Shamir sharings that are
directly received from other parties. This kind includes Step 5 of CHECK-CONSISTENCY.

One can verify that all above messages are independent of the shares of [7y],_ held by
honest parties. Since + is uniformly random given the shares of [7|,_ held by corrupted

163



parties, the distribution of the shares of [y],_; held by honest parties is identical in both
Hybrid, and Hybrid,.

For [u]o;_o, S has already computed the whole sharing. Let w denote the secret of [w]ox_o.
For ([w],,—1, [y * u],—1), the secrets can be computed from the secrets and the MACs
of {[u™],_x}™,. For each [u”],_j, S computes the secret by using the shares that
corrupted parties should hold and the shares of honest parties. Later on, we will show
that S can compute the secret u(? without the shares of honest parties. Note that S also
computes a pair of vectors (§ Y), 6?) which are additive errors to the secret and its MAC of
[w],,_&. Then, the secret of [yxu®],_; is v * u® = yxu® + 85 — 48" S computes
the secret of [y * u(?],,_,. Now S can compute the secrets of ([u],_1, [y * u],_1). Given
the secrets of [u],_1, [y * u],_; and the shares of corrupted parties, S randomly samples
the shares of honest parties.

In Hybrid,, for [u],_1, [y * u|,_1, since all parties use random degree-(n — 1) packed
Shamir sharings of 0, [o™"],,_1, [0'?],,_, as random masks, they are random degree-(n—1)
packed Shamir sharings given the secrets w, % * w and the shares of corrupted parties. Note
that w is identical to that in Hybrid,, and % * w is determined by w and the pair of additive
errors. Therefore, u, 7 * w are identical to those in Hybrid;. The shares of [u],,_1, [y *
u),,—1 of honest parties have the same distribution in both Hybrid, and Hybrid,.

If no party aborts at the end of CHECK-SECRET but the following case occurs, S aborts.

» There exists ([u]a_o, [uP],,_x) such that their secrets do not satisfy
a® = u® — 5@.
Let (81, 62) be the pair of additive errors to [u],,—1, [y*u],,—1 computed from {(5§i), 55“) i
Note that

* Following the same argument as that in Lemma if there exists a pair ([u™]o;_o,
[w®],_x) such that @@ # u(® — 87 then with overwhelming probability, for the
final pair ([w|2k—2, [u]n-1), © # u — &;.

= Corrupted parties cannot change their shares of [u]o_o without being detected since
the whole sharing is determined by the shares of honest parties.

= While corrupted parties may change their shares of [u|,,_1, [y * ©]n—1, [Y]n—k, any
change of the shares of corrupted parties either will be detected or is equivalent
to additive errors to the secrets w,~ * u,~y. To see this, for each of the sharing
[w]n_1, [ * u|n_1, [Y]n_k, we may compute the difference between the sharing that
uses the shares that corrupted parties commit and the sharing that uses the shares
that corrupted parties should hold. For [u],_; or [y * u],_1, the difference corre-
sponds to a degree-(n — 1) packed Shamir sharing of the additive error. For [v],_y,
the difference is either not a valid degree-(n — k) packed Shamir sharing, which will
be detected when checking [v],_x, or a degree-(n — k) packed Shamir sharing of
the additive error. Note that the additive errors are independent of ~, 7 * w since the
adversary needs to decide the additive errors before reconstructing [y * w},—1, [Y]n—k-
When w # u — 91, the only possibility that no party aborts at the end of CHECK-
SECRET is that the adversary adds €, €1, €5 to u, 7 * u, «y respectively such that (1)
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u=1u+e€yand (2) (v+ €)*(u+¢€)=7*u+e€.Recallthat y *xu = vy *xu +
0y —y*01. From (1), €9 # —&1. From (2), v * (€9 + 1) = 02+ €1 — U * €3 — € x €.
Since 7 is a random field element and v = (7,7,...,7) € F¥, the probability that
the adversary can find €, €, €, that satisfy (1) and (2) is negligible.

In Summary, the distribution of Hybridj is statistically close to the distribution of Hybrid,. Note
that in Hybrid,, S will always abort if the computation is incorrect.

Hybrid,: In this hybrid, S extracts the input of corrupted parties as described above. Then &
invokes Fain-ma and sends the input of corrupted parties to Fiin-ma- S simulates OUTPUT. We
first consider the case that the output gates belong to an honest client. Compared with Hybrid,,
the change is the following:

e In Hybrid,, after S receives the shares of [r],,_x, [A],_k, [A * r],_x of corrupted parties,
for each sharing, S computes the difference of the sharing that uses the shares that cor-
rupted send to S and the sharing that uses the shares that corrupted parties should hold. S
aborts if the difference is not a valid degree-(n — k) packed Shamir sharing of 0.

e In Hybrid;, Client reconstructs the secret of [],,_, [A],—k, [A*7],_k and checks whether
the third secret is equal to the coordinate-wise multiplication of the first two secrets. Fol-
lowing the same argument as that in Hybrid;, the change of the shares of [r],_, [A],—k,
[Ax7],_ of corrupted parties either will lead to invalid degree-(n—k) packed Shamir shar-
ings or is equivalent to additive errors to the secrets 7, A, A x r. If the adversary changes
the shares of corrupted parties but Client does not abort, the only possibility is that the ad-
versary adds €y, €7, €5 to r, A, Axr respectively such that (A+€1)*(r+€p) = A*r+e;.
It means that A x €y + €1 *x T + €, * €y = €. If €y = €; = €2 = 0, then in both Hybrid,
and Hybrid,, Client (or S) accepts. If €, = 0 but €; # 0 or €; # 0, then €; and €, should
satisfy that €; * » = €. Since r is a random vector, the probability that the adversary
can find such €; and €, is negligible. Similarly, if €y # 0, since A is a random vector,
the probability that the adversary can find €, €, €, that satisfy the above requirement is
negligible.

Thus, when the client is honest, the distribution of Hybrid, is statistically close to Hybrid,.

Now we consider the case that the output gates belong to a corrupted client. Compared with
Hybrid,, the change is that S computes r from x + r and «, and S samples a random vector as
A. Then based on the secrets and the shares of corrupted parties, S recovers the whole sharings
[7]n—k, [A]n—k, [A *7],_. Note that OUTPUT is only invoked after CHECK-CONSISTENCY and
CHECK-SECRET. Recall that we have changed these protocols by the simulation of S, which
will abort if the computation is incorrect. Thus, x received from Finma 1S the same as x in
Hybrid;. Therefore, the vector , A computed by S have the same distribution as those in
Hybrid,. Since the sharings [7],—, [A],—k, [A * 7],_) are determined by the secrets and the
shares of corrupted parties, the distribution of Hybrid, is identical to Hybrid; when the client is
corrupted.

In summary, the distribution of Hybrid, is statistically close to the distribution of Hybrid,.

Hybrid;: In this hybrid, S simulates TRAN-MAL, PACKED-MULT-MAL, PACKED-ADD-
MAL, and Step 5.(a), 5.(b) of PACKED-MULT-MAL. The only difference is that when all parties
need to send a degree-(n — 1) packed Shamir sharing to P;, S samples random elements as the
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shares of honest parties. Recall that we either use a random degree-(n—1) packed Shamir sharing
[r]—1, or use a pair of random sharings ([r],,_, [0],—1) Where o = 0, as a random mask. Note
that [, + [0],,—1 has the same distribution as [r],,_;. Therefore, the sharings that P; collects
from all parties are always random degree-(n — 1) packed Shamir sharings. Given the shares
of corrupted parties, the shares of a random degree-(n — 1) packed Shamir sharing of honest
parties are uniformly random. Thus, the distribution of Hybrid; is identical to the distribution of
Hybrid,. Note that the shares generated for honest parties together with the shares of corrupted
parties can be used to compute the secret of [u(?],,_; in CHECK-SECRET.

Hybridg: In this hybrid, S simulates INPUT. We first consider the case that the input gates
belong to an honest client. Compared with Hybrid, the difference is the following:

e In Hybrid,, after S receives the shares of [],,_, [A],—k, [A * 7],—i of corrupted parties,
for each sharing, S computes the difference of the sharing that uses the shares that cor-
rupted parties send to S and the sharing that uses the shares that corrupted parties should
hold. If the difference is not a valid degree-(n — k) packed Shamir sharing of 0, S aborts.
Otherwise S generates a random vector as  + 7 and honestly follows the protocol by
generating a random degree-(k — 1) packed Shamir sharing [« + r];_; and distributing the
shares to corrupted parties.

e In Hybrid;, Client reconstructs the secret of [r],,_x, [A],—, [A*r],_x and checks whether
the third secret is equal to the coordinate-wise multiplication of the first two secrets. Fol-
lowing the same argument as that in Hybrid,, if corrupted parties change their shares of
an authenticated sharing (which causes the the change of the secret), with overwhelming
probability, the change will be detected and Client will abort. If Client accepts, Client will
generate and distribute a random degree-(k — 1) packed Shamir sharing of @ + 7. Since r
is a random vector, x + r is also a random vector.

Thus, when the client is honest, the distribution of Hybridj is statistically close to Hybrid;.

Now we consider the case that the input gates belong to a corrupted client. Compared with
Hybrid;, the change is that S samples two random vector as 7, A. Then based on the secrets and
the shares of corrupted parties, S recovers the whole sharings 7], [A]—k, [A * 7],,_k. Note
that 7, A are indeed random vectors in Hybrid;. Since the sharings [r],_x, [A]—k, [A * 7],
are determined by the secrets and the shares of corrupted parties, the distribution of Hybrid, is
identical to Hybrid; when the client is corrupted.

In summary, the distribution of Hybridy is statistically close to the distribution of Hybrid;.

Note that Hybrid, is the execution in the ideal world, and the distribution of Hybrid is
statistically close to the distribution of Hybrid,, the execution in the real world. ]

Theorem 14.1. In the client-server model, let c denote the number of clients, n denote the
number of parties (servers), and t denote the number of corrupted parties (servers). Let r be
the security parameter and F be a finite field of size |F| > 2". For an arithmetic circuit C
over F and for all ”T’l < t < n — 1, there exists an information-theoretic MPC protocol in
the circuit-independent preprocessing model which securely computes the arithmetic circuit C'
in the presence of a fully malicious adversary controlling up to c clients and t parties. The
cost of the protocol is O(|C/| - Z—; + poly(Depth, c,n)) field elements of preprocessing data and
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O(|C] - & + poly(Depth, c,n)) field elements of communication, where k = ”_Tt“ and Depth is
the circuit depth.
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Chapter 15

Honest Majority MPC with Sublinear
Online Communication

In this chapter, we focus on the malicious security in the standard honest majority setting where
the number of corrupted parties t = (n—1)/2. Recall that in our setting, the number of corrupted
parties is n — 2k + 1. The honest majority setting corresponds to the case where k = (n + 3)/4
(assuming that n = 1 mod 4). Relying on our efficient multiplication protocol constructed
in Chapter [8.1] and efficient multiplication verification protocol constructed in Chapter [7, we
show how to efficiently realize Fpep-ma in the information-theoretical setting. Combining with
our protocol for the online phase, we obtain an information-theoretic n-party MPC protocol
which securely computes a single arithmetic circuit in the presence of a malicious adversary
controlling up to ¢t = (n — 1)/2 parties with offline communication complexity O(|C|n) and
online communication complexity O(|C|) among all parties. Note that the online communication
is sublinear in the number of parties. To the best of our knowledge, this is the first work that
achieves sublinear online communication complexity in the number of parties in the information-
theoretic setting with honest majority.

We first review a protocol from [62] that efficiently prepares a batch of random sharings with
malicious security.

15.1 Preparing Random Sharings in Batch

For a general F-arithmetic secret sharing scheme ¥, let [x] denote a sharing in ¥ of secret .
We first introduce a tensoring-up lemma from [21]].

A Tensoring-up Lemma. We follow the definition of interleaved arithmetic secret sharing
scheme: the m-fold interleaved arithmetic secret sharing scheme >*" is an n-party scheme
which corresponds to m Y-sharings. We have the following proposition from [21]]:

Proposition 15.1 ([21]). Let K be a degree-m extension field of F and let 3 be an F-arithmetic
secret sharing scheme. Then the m-fold interleaved F-arithmetic secret sharing scheme ™" is
naturally viewed as a K-arithmetic secret sharing scheme, compatible with its F-linearity.
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This proposition allows us to define A : > — »*™ for every A € K such that for all
[x] = ([z1], .-, [zm]) € X*™
o forall A\ € F, A - ([x1], ..., [xw]) = A - [z1], -, A - [zm])s

o forall A, Ay € K, Ay - [x] + A2 - [x] = (M1 + A2) - [x];
e forall \j, \y € K, Ay - (A2 - [x]) = (A1 - A2) - [].

An Example of an Arithmetic Secret Sharing Scheme and Using the Tensoring-up Lemma.
We will use the standard Shamir secret sharing scheme as an example of an arithmetic secret
sharing scheme and show how to use the tensoring-up lemma. For a field F (of size |F| > n+ 1),
we may define a secret sharing 3 which takes an input x € F and outputs [z];, i.e., a degree-t
Shamir sharing.

A sharing ([x1], [a]t, - .., [Tm]:) € X7 is a vector of m sharings in 3. Let K be a degree-
m extension field of IF. The tensoring-up lemma says that >*™ is a K-arithmetic secret sharing
scheme. Therefore we can perform K-linear operations to the sharings in >*"".

A High-level Idea of the Construction. As [62]], we will follow the idea in [10] of preparing
random degree-t Shamir sharings to prepare random sharings in >. At a high-level, each party
first deals a batch of random sharings in >. For each party, all parties together verify that the
sharings dealt by this party have the correct form. Then all parties locally convert the sharings
dealt by each party to random sharings such that the secrets are not known to any single party.

Recall that ~ denotes the security parameter. Let K be an extension field of I such that
K| > 2%. Let m = [K : F] denote the degree of the extension. Then m is bounded by x. In
the following, instead of preparing random sharings in 2, we choose to prepare random sharings
in X*™, where each sharing [«] in 3™ is a vector of m sharings ([z1], [z2], ..., [zm]) in 2.
According to Proposition 3™ is an K-arithmetic secret sharing scheme.

15.1.1 Preparing Verified Sharings.

The first step is to let each party deal a batch of random sharings in >*". The protocol VER-

SHARE(P;, N') (Protocol allows the dealer P, to deal N’ random sharings in %™, Sup-

pose the share size of a sharing in ¥ is ¢ field elements in [F. Then the share size of a sharing in

>*™ is m - £ field elements in [F. Recall that the communication complexity of the instantiation

of Feoin(K) (See Chapter [5.4) is O(n?) elements in K, which is O(n? - m) elements in K. The

communication complexity of VERSHARE(P;, N')is O(N’-n-m - £ +n? - m) elements in F.
For a nonempty set A, let

2(4, (a:)iea) = {[2]| [2] € ¥ and ma([2]) = (ai)iea}-

For a sharing [s], we say that w4 ([s]) is valid if X(A, w4 ([s])) is nonempty. For a sharing [s] and
a nonempty set A, we say m4([s]) is valid if X% (A, m4([s])) (which can be similarly defined)
is nonempty.

Lemma 15.1. Let H C 7 denote the set of all honest parties. If all parties accept the verification
in the last step of VERSHARE(P,, N'), then the probability that there exists [s*] € {[s“)]}),
such that wy,([s*]) is invalid is bounded by N'/2".
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Figure 15.1: Protocol VERSHARE(P,;, N')

1. For{ =1,2,..., N', P; randomly samples a sharing [s()] in ©*™. P, distributes the
shares of [s(“)] to all other parties.

2. P, randomly samples a sharing [s(*)] in ¥*™. P, distributes the shares of [s(”] to
all other parties. This sharing is used as a random mask when verifying the random
sharings generated in Step 1.

3. All parties invoke Fj, (K) and receive a random field element « € K. Then, all parties
locally compute

[s] = [sV]+a- [sW]+a? [sP]+...+ N - [sW].

4. Each party P; sends the j-th share of [s] to all other parties. Then, each party P;
verifies that s] is a valid sharing in ¥*™. If not, P; aborts. Otherwise, all parties take
{[s“]}, as output.

Proof. Suppose that there exists [s*] € {[s(”]}2", such that 73 ([s*]) is invalid. Now we show
that the number of o € K such that [s] passes the verification in the last step of VERSHARE(F,
N') is bounded by N'. Then, the lemma follows from that v output by F.;, is uniformly random
in K and |K| > 2%. Note that if [s] passes the verification, then 73 ([s]) is valid since [s] €

Exm(Ha WH([[S]]))
Now assume that there are N’ + 1 different values «g, oy, ..., ans such that for all i €
{0,1,...N"},

[s] = [sQ] + o - [sV] +a? - [sP]+ ...+ ™ - [sPM)].

can pass the verification, which implies that for all i € {0, 1,..., N'}, my([s]]) is valid. Let M
be a matrix of size (N’ + 1) x (N’ + 1) in K such that M;; = o’ . Then we have

(Isol. [83]. -, [sh D)™ = M- ([s©L [sV]. ..., [s™ D)™
Note that M is a (N’ + 1) x (N’ + 1) Vandermonde matrix, which is invertible. Therefore,
([s1[sV], ... [s®DT= M~ (Isel, [s1, - [s D)™

Since X*™ is K-linear, and 74 /([s}]) is valid for all i € {0,1,..., N'} by assumption, we have
that
mu([sOD) ma([s]), - ma([s™])

are all valid, which leads to a contradiction. O

15.1.2 Converting to Random Sharings.

Let [s4] denote a sharing in X*™ dealt by P, in VERSHARE. Let t < n denote the number of
corrupted parties. We will convert these n sharings, one sharing dealt by each party, to (n — t)
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random sharings in >*™. As [10], this is achieved by making use of the fact that the transpose
of a Vandermonde matrix acts as a randomness extractor. The description of CONVERT appears
in Protocol [15.2]

Figure 15.2: Protocol CONVERT

1. For each party P, let [s,] denote a sharing in ¥*™ dealt by P; in VERSHARE. Let
M7 be an n x (n—t) Vandermonde matrix in K. Then M is a matrix of size (n—t) x n.

2. All parties compute
([ri], - [rasDT i= M- ([81], .-, [sa])"

3. All parties take [r1], ..., [r,—¢] as output.

Combining VERSHARE and CONVERT, we have BATCH-RAND(/V) (Protocol [15.3)) which
securely computes N copies of Eand_sharing(Z) (restated below). We show that this construction is
secure for any corruption threshold ¢ < n. We will analyze the communication complexity after

the proof of Lemma

Figure m: Functionality F.,ud-sharing ()

1. Frand-sharing T€Ceives the set of corrupted parties, denoted by Corr.

2. Frand-sharing Teceives from the adversary a set of shares {u; } jccorr Where u; € U for all
j € Corr.

3. Frand-sharing Samples a random >-sharing X such that the shares of X held by corrupted
parties are identical to those received from the adversary, i.e., cor (X)) = (U;) ecorr-
If such a sharing does not exist, Frand-sharing SeNds abort to all honest parties and halts.

4. Otherwise, Frand-sharing distributes the shares of X to honest parties.

Lemma 15.2. Let t < n be a positive integer. Protocol BATCH-RAND securely computes N
copies of Frand-sharing (Functionality [I1.1) with abort in the Foy-hybrid model in the presence of
a malicious adversary who controls t parties.

Proof. Let A denote the adversary. We will construct a simulator S to simulate the behaviors
of honest parties. Let Corr denote the set of corrupted parties and H denote the set of honest
parties.

Simulation for VERSHARE. We first consider the case where P, is an honest party.

e In Step 1 and Step 2, P; needs to distribute random sharings {[s(?]}2", in ©*™. For each
sharing [s'”], S samples a random sharing [s()] € ¥*™ and sends the shares of corrupted
parties 7o ([8]) to A.
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Figure 15.3: Protocol BATCH-RAND(/V)

I. Let N/ = % For each party P, all parties invoke VERSHARE(P;, N’). Let

{[[sif)]]}évzll denote the output.

2. Foreach / € {1,..., N'}, all parties invoke CONVERT on {[[s((f)]]}gzl. Let {[[rz(z)]]}?:_f
denote the output.

3. For each sharing [[rl@)}], all parties separate it into m sharings in >.. Note that there are

intotal N'- (n —t) - m = N sharings in X.

¢ In Step 3, S emulates F.;, and generates a random field element o« € K. Then, S com-
putes the shares of [s] held by corrupted parties, i.e., mco-([s]). Based on 7meo([8]), S
randomly samples [s] € XX (Corr, meor([S]))-

e In Step 4, S faithfully follows the protocol since the shares of [s] held by honest parties
have been explicitly generated.

When P, is corrupted, S simply follows the protocol. If there exists some [s(“)] such that
WH([[S(@}]) is invalid, § sends abort t0 Fungsharing and aborts in Step 4 (even if the verifica-
tion passes). Otherwise, for each sharing [s\”)] dealt by P;, S randomly samples [$()] €
YX™(H, 7 ([8)])), and views it as the sharing dealt by P.

If some party aborts at the end of VERSHARE, S sends abort to Frand-sharing and aborts.

Simulation for CONVERT. Recall that CONVERT only involves local computation. For each
sharing [s4], S has computed 7, ([S4]) in the simulation of VERSHARE. In CONVERT, S
computes ¢, ([7;]) and sends them to Frand-sharing-

Hybrid Arguments. Now, we show that S perfectly simulates the behaviors of honest parties
with overwhelming probability. Consider the following hybrids.

Hybrid,: The execution in the real world.

Hybrid,: In this hybrid, S simulates VERSHARE for honest parties when the dealer P; is
corrupted. Note that, S simply follows the protocol in this case and computes the shares held by
corrupted parties. The only difference is that S will abort if there exists some [s'“)] such that
7 ([589]) is invalid even if the verification in Step 4 passes. According to Lemma [15.1] this
happens with negligible probability. Therefore, the distribution of Hybrid, is statistically close
to the distribution of Hybrid,,.

Hybrid,: In this hybrid, S first simulates VERSHARE for honest parties when the dealer
P, is honest. Then, for each ¢ € {1,...,N'}, S re-samples a new random sharing [5¥)] €
XXM (Corr, meor ([89])). S takes {[89]}2, as the sharings dealt by P.

Note that in Step 1 and Step 2, A only receives o ([s]). Therefore, [s9] is a random
sharing in X*™(Corr, meor([8)])). In Step 3, after receiving o € K from Fup,, all parties
compute

[s] = [89] + a-[sW] +a? [sP]+...+ N - [sN)].
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Therefore, [s] is a random sharing in %™ (Corr, meo([8])). Note that [s] is masked by a
random sharing [s(”]. Thus, [s] is independent of {[s(?]}},. Therefore, given the view of
A, each sharing [s()] is a random sharing in %™ (Corr, meo([8©)])). This means that S can
re-sample and use a new random sharing [§)] € X*™(Corr, mcor([89])) instead of using the
sharing [s\”)] generated in the beginning.

Thus, the distribution of Hybrid, is the same as the distribution of Hybrid, .

Hybrid,: In this hybrid, S does not re-sample the sharings {[5”]})Y,. Instead, S simulates
CONVERT for honest parties, which does not need to generate the whole sharing [5()].

Let M¢,,, denote the sub-matrix of M containing columns with indices in Corr, and My
denote the sub-matrix containing columns with indices in H. We have

([[7“1]], ce [[Tn—t]])T =M - ([[31]]7 ce [[Sn]])T = Mcoyr - ([[Sj]]);reCorr + My, - (HSJH)}EH

Let

([ e 8ODT = My ([s5]) s,
)

Corr Corr
(I D" = Mo - ([85]) feconr

Corr Corr H H
Then ([r1]. .. [ra—el) = (Iri"), . [roi 7)) + (L [ 2D,
Recall that MT is a Vandermonde matrix of size n x (n — t). Therefore M}, is a Van-
dermonde matrix of size (n — t) X (n — t), which is invertible. There is a one-to-one map

from ([r{V],..., [r79]) to ([s;])jen. Given ([s;])jecorr> there is a one-to-one map from
([rd], - -5 [rn—t]) to ([[rgH)]], ce [[r,(:ﬂ]]) Recall that for each sharing [s;] dealt by a cor-
rupted party P;, S received the shares of honest parties 74 ([s4]) and sampled a random sharing
[84] € 7™ (H, m3([sa4])). Note that this may not be the sharing dealt by P; since we do not
know the shares held by corrupted parties. However, we show that this does not affect the distri-
bution of the shares of honest parties generated by Fng.

To see this, note that for each valid ([$;]);ecorr» S computes {mco([75]) 7;{5 and sends
them to0 Fiand-sharing- Then for each j € {1,...,n — t}, Frand-sharing Samples a random sharing
[7] € 2*™(Corr, meorr([7;]))- These random sharings {[7;]}"] correspond to random shar-
ings ([8;]);jewn, which are independent of ([§;]);jecorr- Thus, the distribution of Hybrid, is the
same as the distribution of Hybrid,.

Note that Hybrid, is the execution in the ideal world and Hybrid, is statistically close to
Hybrid,, the execution in the real world. [

Analysis of the Communication Complexity of BATCH-RAND(/N). In Step 1, we need to
invoke VERSHARE(P,;, N’) for each party P;. Therefore, the communication complexity of
Step 1 is O(N’ - n? - m - £ + n® - m) elements in F. Step 2 and Step 3 do not require any
communication. Recall that N = % and m = [K : F] is bounded by the security parameter
. Therefore, the overall communication complexity of BATCH-RAND(V) is

ON'-n*-m-L+n*> - m)=0(N-n*/(n—1t)-L+n" k)
elements in IF.
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A Semi-Honest Version for i nd-sharing- We can obtain a semi-honest version for JFng-sharing
by only keeping the first step in VERSHARE(F;, N'). In this way, the cost of preparing N random
sharings in ¥ is O(N - n?/(n —t) - £) elements in F.

15.2 Preprocessing for Honest Majority with Malicious Secu-
rity

We assume that the number of parties n = 1 mod 4. In the honest majority setting, the number
of corrupted parties is t = (n — 1)/2. Recall that in our protocol, the number £ of secrets that can
be packed within a single sharing should satisfy that ¢ = n — 2k + 1. Therefore, k = (n + 3)/4.
Note thatt +k —1=n — k.

Recall that in Chapter[11.2] a degree-d (d > k—1) packed Shamir sharing of & = (z1,...,x)) €
[F* (with the default positions 3) is a vector (wy, ..., w,) for which there exists a polyno-
mial f(-) € F[X] of degree at most d such that Vi € {1,2,...,k}, f(3;) = x; and Vi €
{1,2,...,n}, f(y) = w;, where aq, ..., ap, 1, ..., Bk are n + k fixed and distinct elements in
F. For an element « € F, we define a degree-t Shamir sharing [z|;]; to be a vector (w1, ..., w,)
for which there exists a polynomial f(-) € F[X] of degree at most ¢ such that f(3;) = z and
Vi € {1,2,...,n}, f(ay) = w;. In other words, [z|;]; is a standard degree-¢ Shamir sharing
except that the secret is hidden at the evaluation point 3;.

Let e; be a vector in [F* where all entries are 0 except the j-th entry is 1. Let le;]k—1 denote
the degree-(k — 1) packed Shamir sharing that is fully determined by the secret e;. Consider
the multiplication [e;]x_1 - [z];];. Let f denote the polynomial that corresponds to the resulting
sharing. Since [e;];_; corresponds to a degree-(k — 1) polynomial, and [z|;]; corresponds to a
degree-t polynomial, the polynomial f is of degree t + k — 1 = n — k. For all j* # j, since
the j'-th entry of e, is 0, the polynomial f satisfies that f(5;/) = 0. As for j, the polynomial f
satisfies that f(f3;) = x. Thus, the resulting sharing of [e;|;_1 - [x|;]; is a degree-(n — k) packed
Shamir sharing where the secret vector satisfies that all entries are 0 except the j-th entry is x.

In general, let © = (71, 7y, ..., 7;) € F*. All parties can locally transform k degree-t Shamir
sharings {[x;];]:}¥_, to a degree-(n — k) packed Shamir sharing [2],,_; by computing

(@], = Z[ea‘]k—l g5l

This reduces the problem of preparing random degree-(n — k) packed Shamir sharings to prepar-
ing random degree-t Shamir sharings. In particular, we can use the DN multiplication protocol
to prepare multiplication tuples for degree-t Shamir sharings.

Prepare Random Packed Shamir Sharings. We can directly use the protocol BATCH-RAND
to prepare random degree-(n — k) packed Shamir sharings and random degree-(n — 1) packed
Shamir sharing of 0 € F*. These random sharings are used in Protocol TRAN-MAL. Recall that
k = (n —t+ 1)/2. The amortized communication complexity per sharing is #il elements.
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Realizing Fp ep-mai-  Our protocol will make use of the following two functionalities for multi-
plications between two degree-t Shamir sharings:
e The first functionality is Fryuema (See Chapter [7) which allows all parties to multiply two
degree-t Shamir sharings. We restate the functionality below.

¢ Since Fuema does not guarantee the correctness of the multiplication, all parties need to
verify the the multiplications computed by Fi-ma. The second functionality Foyieverify
(See Chapter [/) takes m multiplication tuples as input and outputs to all parties a single
bit b indicating whether all multiplication tuples are correct. We restate the functionality
below.
Recall that when using ATLAS-MULT (See Protocoland Chapter to instantiate Fouie-mal,
the communication complexity per multiplication gate is 4n elements. When using MULTVER-
IFICATION (See Protocol and Chapter /) to instantiate JFuiverity, the communication com-
plexity is O(n? - k + n - k?) elements, where & is the security parameter.

Figure Functionality F,ui¢mal

1. Let [z], [y]; denote the input sharings. Fiuma receives from honest parties their
shares of [z]¢, [y];- Then Fuema reconstructs the secrets x,y. Fuuema further com-
putes the shares of [z], [y]; held by corrupted parties, and sends these shares to the
adversary.

2. Fmulema receives from the adversary a value d and a set of shares {z; }iccorr-

3. Fmuluma cOmputes z-y+d. Based on the secret z := x-y+d and the ¢ shares {z; }iccorrs
Frnult-mar Teconstructs the whole sharing [z]; and distributes the shares of [z]; to honest
parties.

For Frep-mat:

1. In Step 1, to prepare [v],_x, where v = (7,7,...,7) € [F*, all parties prepare ran-
dom degree-t Shamir sharings [Y|1]t, [V|2)¢, - - -, [Y|x]: by using BATCH-RAND. For all
j € {1,2,...,k}, let e; be a vector in F* where all entries are 0 except the j-th entry
is 1. Let [e;];_1 denote the degree-(k — 1) packed Shamir sharing that is fully determined
by the secret e;. All parties compute

(Y- = lex]e—1 - [Y1i]e + [€2]r—1 - [ylole + - - + [ex]n—1 - [V[x]:-

2. In Step 2, for every group of k input gates and output gates:

(a) All parties prepare a random degree-(n — k) packed Shamir sharing [r],_ by first
preparing k random degree-t Shamir sharings [r1 1], [2|2)¢, - - -, [k |]: Dy using BATCH-
RAND and then locally computing

[Pln—k = [e1]e—1 - [r1]1]e + [€2]k—1 - [r2]2)e + - + [€r]i—1 - [Trk]e-
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Figure Functionality F.,iveriry

1. Let N denote the number of multiplication tuples. The multiplication tuples are de-
noted by

(D, [y 2000, ([P, [P0 [22]0), - (] [y ™, [2P):).

2. For all @ € [N], Funurvety receives from honest parties their shares of
[2D];, [yD]s, [2®);. Then Fuverity reconstructs the secrets 3, y@ 20 Fiverity
further computes the shares of [2(],, [y”];, [2("], held by corrupted parties and sends
these shares to the adversary.

3. Foralli € [N], Funverty computes d@ = 2 —z).4@ and sends d to the adversary.

4. Finally, let b € {abort,accept} denote whether there exists i € [N] such that d*) #
0. Fruverity sends b to the adversary and waits for its response.

e If the adversary replies continue, Frupverity Sends b to honest parties.

e If the adversary replies abort, Fruverity Sends abort to honest parties.

Forall j € {1,2,...,k}, all parties invoke Fiyie-mal 00 [7]5]¢, [7];]: and obtain [y -
7;|;]¢- Finally, all parties compute [ * 7],,_x by

k
[y *7ln Z Sy erglile

Jj=1

(b) All parties prepare [3],,_, |3 * 7],,—x in the same way as that for [r],_, [y *7],_x in
Step 2.(a).

(c) For every group of k output gates, all parties prepare a random degree-(n — 1) packed
Shamir sharing of 0 by using BATCH-RAND.

3. In Step 3, for every group of k£ multiplication gates:

(a) All parties first prepare [a],_, [b].—x in the same way as that for [r],_x in Step
2.(a). Note that all parties also hold {[a;|;];}5_; and {[b;];]:}}_,. Then for all j €
{1,2,...,k}, all parties invoke JFyima ON [a]\ ]¢, [051;]: and obtaln laj - bjl;]: Next,
all parties compute [a * b],_, by

k

@ x bl = lelir-[a;- bl

j=1

Finally, all parties compute [+ * ¢],,_ in the same way as that for [y x 7|, in Step
2.(a).

(b) All parties prepare three two degree-(n — 1) packed Shamir sharings of 0 by using
BATCH-RAND.
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4. In Step 4, all parties prepare three two degree-(n — 1) packed Shamir sharings of O by
using BATCH-RAND.

5. Finally, all parties verify the correctness of the multiplications by invoking Fyiverity- For
all j € {1,2,...,k}, all multiplication tuples where the secrets are hidden at the evaluation
point 3; are verified together.

We note that, with honest majority, the functionality .., can be realized without any pre-
processing data. The committer simply generates a random degree-t Shamir sharing of the value
he wants to commit and distributes the shares to other parties. To open the commitment, all par-
ties exchange their shares, check whether the shares form a valid degree-t Shamir sharing, and
reconstruct the secret if the check passes. The secrecy follows from the following two facts:

e The shares of a degree-t Shamir sharing of honest parties fully determine the secret. There-

fore, the committer or corrupted parties cannot change the secret after the sharing is dis-
tributed.

¢ The shares of a degree-¢ Shamir sharing of corrupted parties are independent of the secret.
Therefore, from the shares they received, corrupted parties cannot learn any information
about the value committed by an honest party.

Theorem 15.1. In the client-server model, let c denote the number of clients, and n = 2t + 1
denote the number of parties (servers). Let k be the security parameter and ¥ be a finite field
of size |F| > 2*. For an arithmetic circuit C over F, there exists an information-theoretic MPC
protocol which securely computes the arithmetic circuit C' in the presence of a fully malicious
adversary controlling up to c clients and t parties. The cost of the protocol is O(|C| - n +
poly(Depth, c,n)) elements of offline communication and O(|C| 4+ poly(Depth, c,n)) elements
of online communication, where Depth is the circuit depth.
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